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“Do I Just Tap My Headset?”: How Novice Users Discover Gestural Interactions
with Consumer Augmented Reality Applications

ANONYMOUS AUTHOR(S)

A variety of consumer Augmented Reality (AR) applications have been released on mobile devices and novel immersive headsets over
the last five years, creating a breadth of new AR-enabled experiences. However, these applications, particularly those designed for
immersive headsets, require users to employ unfamiliar gestural input and adopt novel interaction paradigms. To better understand
how everyday users discover gestures and classify the types of interaction challenges they face, we observed how 25 novices from
diverse backgrounds and technical knowledge used four different AR applications requiring a range of interaction techniques. A
detailed analysis of gesture interaction traces showed that users struggled to discover the correct gestures, with the majority of errors
occurring when participants could not determine the correct sequence of actions to perform or could not evaluate their actions. To
further reflect on the prevalence of our findings, we carried out an expert validation study with 8 professional AR designers, engineers,
and researchers. We discuss implications for designing discoverable gestural input techniques that align with users’ mental models,
inventing AR-specific onboarding and help systems, and enhancing system-level machine recognition.
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1 INTRODUCTION

The exploration and implementation of Augmented Reality (AR) applications have witnessed significant growth [5]
across various domains, including gaming (e.g., Pokemon Go [53]), digital shopping [17], and consumer-grade, task-based
AR applications (e.g., Insight Lungs [4], Google Maps [65], Holomeeting [2], etc.). Despite this growth, the widespread
adoption of AR applications remains a challenge due to the limited familiarity of many consumers with this cutting-edge
technology [11, 69]. Unlike conventional interfaces such as WIMP (Windows, Icons, Menus, Pointer) and interactions
based on keyboards/mice, AR introduces users to a myriad of novel interaction paradigms, including geolocated
egocentric navigation and mid-air gestures, where users can interact with the user interface without touching or holding
a physical device [16]. Users must transfer their understanding of desktop and mobile computing to seamlessly interact
with interfaces that overlay onto the real world. The complexity intensifies in the domain of immersive AR hosted
on head-mounted displays (e.g., Microsoft Hololens, Magic Leap), where sensors and cameras are used to seamlessly
integrate 3D virtual objects into the user’s immediate physical surroundings, blurring the boundaries between the
digital and physical realms [8, 17, 42].

A growing body ofHCI research is proposing novel gestural interaction techniques for a variety of AR environments[20,
24, 63, 72, 95, 112, 117]. Focus has mostly been on improving the accuracy and efficiency of gesture recognizers
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Fig. 1. Tasks and Interactions (Participant View): Basic Interactions: (a) selecting the draw option from a menu, (b) navigating to a
room and adding a sticky note, and (e,f) calibrating virtual objects (e.g., a sofa or the human body); Advanced Interactions: (c) grabbing
a sketch, (d) moving a sticky note, and (g,h) changing the size and seeing the structure of virtual objects from different angles.

[20, 87, 88, 95] or ensuring that the gestural interaction is comfortable [9, 64, 68, 74, 95, 99, 102]. An unresolved chal-
lenge for AR interaction remains; whether a new user can discover the correct gestural input required to use an AR
system ([6, 42, 58, 86, 110, 114]) given the conceptual and cognitive interaction challenges novices may experience [62].
When novice users struggle or fail to discover the needed input on their own for initiating the interaction with the
interface (i.e., gestures that are supported by a system), they are more likely to become frustrated and abandon their
use of an application [34, 51, 75, 109, 114].

In this paper, we empirically study the first-time onboarding experience of novice users when interacting with
immersive AR applications, specifically head-worn AR. To design input techniques that facilitate novice interaction
with immersive AR, it is important to first understand how novices discover mid-air gestural interaction on their own
and establish a better understanding of the interaction challenges they face while onboarding. The research questions
guiding this exploration were:

• RQ1: How do novice users discover the gestural input required to interact with unfamiliar immersive AR
applications?

• RQ2:What interaction challenges and barriers do novice users facewhile discovering gestural input in immersive
AR environments?

• RQ3: What strategies or workarounds do novice users employ to tackle the challenges of discovering the
needed gestural input in immersive AR?

To answer these questions, we ran an observational study with 25 participants from diverse backgrounds, occupations,
and technical knowledge to deeply understand the challenges that “every day users” might encounter as this emerging
technology becomes ubiquitous. This broad range of participants was selected to capture the most acute challenges that
novice users may face [16, 85]. The inquiry focused on how participants initially discovered the gestural input needed
to interact with unfamiliar immersive AR application, the types of interaction challenges that users experienced, and if
and how they overcome these challenges and what are their workarounds to do so. For comparison, we also included
non-immersive mobile AR applications that are more ubiquitous and available on phones and tablets that are more
familiar to end users.
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Our findings showed that the majority of participants largely struggled to discover the correct gestural inputs and
relied on trial-and-error explorations. Although users were encouraged to watch tutorials and seek help before initiating
their interactions, few participants used these resources, even after encountering numerous errors (consistent with the
concept of the active user paradox observed in other research [22]). When participants did seek help, they struggled to
locate relevant instructions and apply them to their context. A detailed analysis of gesture interaction traces in each
task revealed that few errors results from system recognition issues and that the majority of errors occurred when
participants could not determine the correct sequence of actions to perform (i.e., gulf of execution) or could not evaluate
their actions (i.e., gulf of evaluation).

To contextualize the prevalence of our findings and their practical implications, we carried out an expert validation
study with 8 professional AR designers, engineers, and researchers from 4 large technology companies. Reflecting on
their real-world experiences, these experts confirmed that the discoverability issues revealed in our study are significant
hurdles for nearly all newcomers to AR gestural interfaces. While the experts discussed potential improvements in
low-level sensing and gesture recognition technologies to address these challenges, they collectively underscored
the importance of accommodating users’ diverse mental models and addressing user errors during the design phase.
The experts further emphasized the importance of designing appropriate onboarding approaches that are natural and
integrated into the application to facilitate better learnability of AR user interfaces.

The main contributions of this research are thus: (1) empirical insights into how users discover gestural input and
interactions with AR applications and the importance of understanding interaction challenges to inform the design of
AR interfaces; (2) a detailed analysis of interaction traces that revealed the key barriers impacting the discoverability of
gestural input when interacting with both immersive and mobile AR applications (included for comparison); and, (3)
insights from experts that confirm discoverability issues with gestural input and identify key opportunities for AR
researchers and designers to improve the onboarding experiences of novices and help them form an accurate mental
model of the interaction. Our detailed analysis and findings can be used to inform the design of input techniques for
the next generation of AR interfaces, improve gesture recognition algorithms, and be applied to the creation of novel
help systems for AR environments.

2 RELATEDWORK

This research drew upon insights from prior work on user experiences with AR, the challenges incurred when designing
and using gestural interaction in AR, and literature on how users learn to use unfamiliar feature-rich applications.

2.1 User Experiences with AR

AR emerged in in the early 2000’s [67] and several design heuristics and principles have since been proposed [31, 33, 57,
59]. These have predominantly taken a technology-based perspective [41, 54, 83], focusing less on the user experience
and the adoption barriers that exist [54, 85]. Studies of user expectations and experiences [29, 81, 82] have largely
used survey-based techniques [83] and focused on niche scenarios (e.g., user expectations for enhancing shopping
with mobile AR [82]). Most of the prior research capturing users’ perspectives in AR is limited to mobile-based AR
applications, resulting in few insights into the cognitive effects of immersive AR experiences on users [100, 113, 116].
Recent work by Woodward et al. [113], investigating children’s use of different AR headsets, suggested the need to
better understand the mental models of AR users so that inexperienced users can have a more seamless user experience.
While these studies provide a high-level understanding of user experiences, they did not delve into the nuances of the
gestural interactions that are needed to complete AR-specific tasks. Considering that AR leverages richer interaction
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modalities (e.g., mid-air gestures) that are unfamiliar to many users [12, 70, 83], there is a lack of understanding about
how novice users discover gestural input with unfamiliar AR environments.

Research into user experience challenges in AR environments [54, 83] has largely considered the perspectives of
users who are not representative of the average consumer. For example, Olsson et al. [83] considered perspective of
users who were either experienced with mobile-based AR environments or had advanced educations (e.g., academics
with Computer Science training or Hololens users). While this research provided valuable insights, the audience of AR
applications today is no longer limited to technical experts (e.g., Dey et al. [28]). Thus, our present research explores
how novice users from diverse educational and professional backgrounds, who are more representative of the current
audience of future AR products, would discover gestural interactions with AR applications.

2.2 Challenges When Designing and Using Gestural Interactions

Research into AR interfaces and interactions has a rich history (see survey by Billinghurst et al. [17]). In our present
research, we focus on the mid-air gestural interactions currently employed within immersive consumer AR devices [27]
and touch-based interactions in mobile AR devices. The use of these modalities can be traced back to early gesture
research, such as gestural elicitation [58, 89, 107] (both user-led and expert-led) across different platforms, including
interactive tabletops [71, 111] and mobile [36]. Despite the extensive research on gesture elicitation, there are only a few
studies that focus on the gaps between users expectations and proposed gesture sets [71] or highlight the importance
of additional factors such as gesture-action mappings that can facilitate the adoption of various gestures [49]. Some
efforts have also been made to better understand users’ perceptions and behaviors during gestural interaction in spatial
environments, such as AR [54, 113], including mid-air gesture elicitation [6, 58, 86, 108, 110] to understand users’
behaviours and expectations while manipulating virtual objects in immersive AR (e.g., Microsoft Hololens 1 [86], Magic
Leap One [110], Wizard of Oz [58], a video see-through AR setup using an HTC Vive headset [6], etc.). However, the
primary focus has been on informing the design of discoverable and memorable gestures for different AR environments
for specific target user groups. In contrast, we focus on how novice, everyday consumers who are unfamiliar with AR
discover gestural input and the types of barriers they face while discovering and learning gestures in commercial AR
applications.

Research in AR has, so far, acknowledged issues and breakdowns related to technical challenges [7, 15], precision
issues [20, 87, 88], system errors [7, 114], social acceptance challenges [7, 15, 63], privacy concerns [50], and fatigue while
using gestural interaction [9, 64, 68, 74, 99, 102]. Extensive research has explored efficient interaction techniques [20], and
devised alternative ways of interacting in AR (e.g., using a user’s body as an input device [63, 72, 95, 115], using external
devices [24, 112, 117], etc.) to resolve precision issues [20, 87, 88, 95] and fatigue problems [9, 64, 68, 74, 95, 99, 102].
However, issues related to the learnability of gestures in AR [14, 21, 114]) and the cognitive impact of user errors [45, 62]
are only starting to be recognized. In fact, Norman and Nielsen [77] argue that gestural interfaces are a step “backward
in usability” as fundamental interaction design principles are often not considered. Considering AR applications are a
tremendous leap from the desktop and mobile-based interfaces that most users are familiar with [17], understanding
user experiences and interaction challenges and designing discoverable interaction techniques is necessary to ensure
the long-term adoption and usefulness of these applications [56]. The present study complements the existing research
by conducting an in-depth error analysis of gestural interaction and by examining novice users’ gulfs of execution
and evaluation and other proposed guidelines for gestural interactions [77]. We contribute new knowledge about how
novice users’ experiences with AR applications led them to discover gestural interactions and identified when they
encountered breakdowns during different task-specific gestural interactions.
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2.3 Learning and Onboarding Within Complex Applications

One goal of our research was to understand how novice users approach discovering and learning the needed gestural
interactions when using AR applications and users’ workarounds when they encounter any barriers. To contextualize
the findings, we consulted a range of prior research that has investigated the challenges inherent in learning complex
feature-rich applications across 2D and 3D domains and users’ help-seeking strategies for resolving breakdowns
[40, 44, 52, 55, 66, 94]. For example, such studies have shown that users prefer self-directed experimentation or trial-and-
error activities within an application rather than having to seek out instructions and help [55, 93, 94]. This phenomenon
is known as the active user paradox [22]. Some studies have also found that users were reluctant to leave an application
or task context to seek help from external resources [78–80]. Some studies [55] have also shown that users who leave
an application to look for help within an online system often become trapped in the vocabulary problem [39], i.e., they
struggle to use the correct terminology when looking for help.

Inspired by these empirical insights, help systems have evolved from formal documentation and manuals [93] to
contextual help systems embedded within applications [19, 25, 43, 46, 60, 105]. While there is a rich history of work
supporting software learnability and easing help-seeking processes [25, 37, 43, 61] and recent work has explored the
challenges for user onboarding in VR [23], it is unclear whether users’ learning approaches and strategies in 2D/3D
software domains or VR apply to AR, which has distinct interaction challenges caused by 3D virtual objects within
real-world environments [41]. The present research extends the prior work by examining if and how novice users
approach discovering and learning the needed gestural interactions, in AR applications and what are their workarounds
in overcoming interaction challenges. The study also sheds light on the type of assistance that different users expect to
receive when resolving such breakdowns.

3 METHOD: OBSERVATIONAL USER STUDY AND INTERVIEWS

We ran an in-lab observational user study with 25 participants from various backgrounds who were all new to AR
and even virtual reality (VR). The goal was to understand how novice users discover appropriate gestural input
techniques across immersive modalities and non-immersive mobile AR (included for comparison), how users recognize
and articulate any potential barriers they encounter, and which strategies they use to resolve such barriers through
help-seeking.

3.1 Participants

We recruited a diverse participant pool representative of everyday consumers and technology adopters: little to no
prior experience with AR or VR, and an interest in using these technologies in the future. Participants were recruited
via advertising posters at local educational organizations and reaching out to the organization’s administrative and
support staff in person and through their mailing lists. Further, we recruited 4 additional participants who did not have
experience with AR, but had prior experience with other forms of 3D interaction (e.g., 3D design or playing VR games)
from a local maker space and through snowball sampling.

The participant pool included 25 novice AR participants (14F,11M) covering a range of age groups: 18-24 (29%), 25-34
(58%), 45-54 (4%) and over 55 (9%). The participants represented a diverse group of working professionals, including office
administrative staff (7/25), academic researchers - Computer Science (3/25)/ non-Computer Science (3/25), warehouse
workers (3/25), software/machine learning engineers (3/25), 3D printing experts (2/25), information designers (2/25), a
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Fig. 2. Summary of Participants (* None of the participants had any experience with AR environments, i.e., mobile or immersive
headset except for a few participants (4/25) who had briefly used VR games or 3D design )

custodian (1/25), and a sales representative (1/25). Participants also had different levels of education, ranging from high
school degrees to graduate degrees in various academic backgrounds (Figure 2).

3.2 Apparatus and In-Lab Setup

For our study, we used the head-mounted display Microsoft Hololens as it offered a more complete ecosystem of
consumer-grade, non-gaming related immersive AR applications at the time of writing this paper [32]. The immersive
AR applications that we tested were hosted on a Microsoft Hololens 2 with 2k resolution and >2.5k radiants (light
points per radian) Holographic density. We used mobile-based AR applications hosted on a Google Pixel 6 Android
phone (6.2” X 2.9” X 0.4” with a 1080 x 2400 OLED resolution and 207 grams weight) and an iPad mini (7.69” X 5.3” X
0.25” and 297 grams weight with a 2266 X 1488 resolution).

The study was conducted in a spacious lab setting that enabled participants to freely explore AR objects alongside
real world objects. Multiple cameras in the environment captured participants’ gestures and interactions during the
study. Sessions and participants’ think-aloud commentaries were video and audio-recorded for later transcription. In
addition, we captured screen recordings of the AR applications and there was at least one researcher present in the
room to observe each session and take notes.

3.3 Choice of AR Applications and Tasks

To select tasks and AR applications for the observational study that would be appropriate for a diverse set of consumers,
we surveyed different (consumer-grade task-oriented AR applications) in domains such as maps and directions, medical
anatomy, shopping, education, and virtual collaborations and meetings. To better motivate diverse set of novice users
to perform tasks with AR applications during the study, we focused on popular productivity-related or day-to-day tasks
that everyday consumers could find relevant and we avoided niche gaming applications.

We explored applications that were already popular on the Hololens 2 platform [92] for boosting productivity or
performing day-to-day tasks related to education, remote collaboration, shopping, among others. We also considered
applications and tasks that would require different interaction techniques (e.g., voice, typing, gestures, touch interactions)
that could lead to different types of AR breakdowns.
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After our initial exploration, we selected 4 popular task-based AR applications that we deemed suitable for everyday
users. For immersive applications (i.e., on the Hololens 2), we used (i) Graffiti 3D for drawing in 3D and (ii) Holomeeting

for remote collaboration(Figure 1). For the mobile scenarios, we used (iii) Insight Lungs (an Android application on the
Google Pixel 6) for learning about medical anatomy and (iv) IKEA Place (an ioS application on the iPad mini) for virtual
furniture placement in real space. For each application, we designed tasks that would require a range of interactions
and allow participants to have a richer interaction with virtual AR objects and the real-world environment.

For each application, we considered interactions involving both basic and advanced gestures. For the basic interactions,
participants would need to perform unimanual gestures [108] or use voice commands for tasks such as selection, typing
(immersive-based AR), creating a virtual 3D sketch on real-world object such as laptop (immersive-based AR, Figure 1c)
or to perform single-touch interactions (mobile-based AR). For the advanced interactions, participants would need to
perform bimanual gestures [108] to access menus or grab and rotate objects (immersive-based AR) and multi-touch
interactions to perform tasks such as rotating or resizing objects (mobile-based AR). For example, one of our basic
interaction tasks with Holomeeting asked participants to search for a meeting room in an AR immersive application.
For the advanced interaction, they used the whiteboard in the meeting room (Figure 1b) to add sticky notes, and moved
the sticky note with respect to their real-world surroundings (Figure 1d).

Additionally, we included a few revisiting task interactions that required reapplying gestures participants discovered
and learned across applications (e.g., Selection, Grabbing, Getting a menu, etc.) to gain a better understanding of how
participants would apply an interaction once they were familiar with the underlying application, technology and the
gestural interactions.

3.4 Study Design and Procedure

We used a within-subject design to study different errors and how users recover from them while minimizing the effect
of inter-participant variability. Each participant used the four AR applications, starting first with the interactions using
basic gestures and then again using the advanced gestures.

3.4.1 Introduction to AR and Training. Each study session began by introducing the participant to the concept of AR
and provided some general tips to interact with the application (e.g., using their hands). We provided participants
with a laptop with web access and encouraged them to seek out any online tutorials or help resources within the
Hololens device (e.g., [97], [1]) before or while interacting with any AR application. We did not force participants to
watch a specific tutorial as we were interested in understanding how users discovered gestural interactions on their

own during their use of an AR application and what strategies they used when they encountered challenges. The
researcher who was in the room did not offer any help once the study was in progress. In the worst case scenario when
a user was completely stalled, the researcher offered some tips. The AR applications were already setup and we did
not ask participants to do any other set up (or watch any Hololens setup tutorial [98]) as we were not observing their
interactions while setting up AR devices. Furthermore, the tasks that we observed required more sophisticated gestural
interactions not offered in the setup tutorials. For both mobile and immersive AR applications, the users were handed
the devices with the applications already open so they could focus on the given tasks. In the case of immersive AR, the
researcher helped the user to wear the head-mounted display with the application open.

3.4.2 Study Protocol. Participants first completed a demographic questionnaire on their background and prior experi-
ences with AR/VR applications. Next, each of the AR applications was presented to the participant, one by one, in a
random order. Each participant completed two tasks (with basic and advanced interactions) for each application on
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Fig. 3. Gesture analysis: Description of correct gestures expected from users to perform given tasks in immersive AR applications

two different devices (Immersive and mobile) in a random order. We used a Latin Square [91] to balance the order
in which tasks were presented. We provided 15 minutes for participants to explore each immersive AR application,
and 7-8 minutes with each mobile-based application. An additional 5 minutes was allotted to complete the post-task
questionnaire (hosted on the laptop provided) after using the basic or advanced interactions with each application. We
encouraged participants to think aloud and reminded participants that the study was seeking to understand how they
interacted with, and used, AR applications rather than their performance or ability to master AR applications or use the
Hololens device.

Lastly, we conducted follow-up interviews to further probe any difficulties that impacted the use of each application,
any AR features or interactions that worked or did not work well while using the applications, and any consequent
help-seeking attempts that were made while using each application. Each session lasted approximately one hour and
participants were provided with a $15 CAD Amazon gift card in recognition of their time.

3.5 Data Analysis

To investigate the mental models that participants constructed and understand how participants discovered the
different gestures that were needed to interact with AR, we coded and analyzed the video, audio, and screen recordings
using an inductive analysis approach [26]. We used Norman’s action cycle and fundamental cognitive principles of
discoverability and interaction [75] to identify initial themes relating to how participants discovered the needed gestures
in AR applications, and the types of errors and interaction challenges they experienced. We further analyzed the user
interactions in each AR application using fundamental Norman-Nielsen (NN) principles of interaction design relevant
to gestural interfaces [77], shown in Figures 9, and 10. Through discussion with the rest of the research team and the
use of physical affinity diagrams [26], we identified initial insights about participants’ struggles and the core themes
evolved into a single coding scheme.

Gesture Analysis: To analyze how participants initially discovered the correct gestures to use, we coded the video
recordings and screen recordings from each AR application and analyzed each participant’s gesture trial attempts for
major input task actions (i.e., Selection, Typing, Getting a menu, Grabbing, Rotating). We looked at first three gesture
trials of participants for each task action and analyzed to understand the occurrence of different error themes among
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Fig. 4. Gesture analysis: Description of correct gestures expected from users to perform given tasks in mobile AR applications

the total unsuccessful trial attempts across all participants. We organized participants gesture trials into a 2x2 confusion
matrix [35, 90, 103, 104] with two dimensions (“gesture” and “outcome”) to demonstrate participants’ error trial attempts
and how they discovered the gesture. Lastly, we corroborated the data with participants’ think-aloud verbalizations to
identify the factors that impacted the discoverability of these gestures.

Help-Seeking Analysis: To investigate how participants tried to discover the correct gestures to perform, we identified
the point at which participants decided to seek help (e.g., by searching the web or asking the experimenter [55]) using
each participants’ search queries and browser-based navigation history, their actions from the screen recordings, and
their think-aloud verbalizations.

3.6 Presentation of Results

We have organized results according to the key themes answering our research questions: 1) how participants discovered
the gestural input required to interact with immersive AR applications and mobile AR applications (included for
comparison); 2) the types of errors and interaction challenges that participants faced during their discovery of gestural
input with unfamiliar AR apps; and, 3) the types of barriers participants faced when they tried to seek help to learn the
proper interaction.

4 DISCOVERING GESTURAL INPUT

To gain an in-depth understanding of how users discovered gestural input, we conducted a detailed analysis of mid-air
gestural interaction (immersive AR) and, for comparison, also analysed the touch-based interactions (mobile AR). To
contextualize the observations, we used the paradigms of gulf of execution (e.g., gaps when determining the correct
sequence of actions), gulf of evaluation (e.g., gaps when evaluating the effect of an action) [75] and fundamental NN
principles of interaction design relevant to gestural interfaces [77].
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Fig. 5. Analysis of the frequency of errors during mid-air gestural interactions. Each table summarizes the observed errors for one of
four gestures (i.e., Selection, Getting a menu, Grabbing, and Rotation), organized as a confusion matrix. The percentages are the trial
attempts for each error gesture instance and the ratio is the number of unique participants who attempted that erroneous gesture.
System errors included false positive and negatives (e.g., at least 7/25 participants experienced false positives during grabbing). True
negatives overall dominated the errors across all tasks and represented human errors and misconceptions (e.g., for the selection task,
7/25 participants wrongly tapped with two fingers across 26% of total 62 trial attempts). *denotes gestures that worked ambiguously
for some participants but not for all participants, resulting in false positives for some and true negatives for others.

Consistent with behaviours of software users in other contexts [55, 80], the first instinct of most participants (23/25)
was to explore and figure out the AR interface on their own, rather than watch tutorials or seek help. As one participant
explained: “I start with trying out myself and try to guess how it will work...” (P20). This demonstrated the active user
paradox [22]: trial-and-error behaviors dominated the gestural interactions, especially with immersive AR apps. In
fact, the majority of participants (15/25) could not formulate clear intentions in their minds [75] about the immersive
interface nor mid-air gestural interactions, thus lacking a mental model about how to use gestural input to interact
with immersive AR. Unlike mobile AR touch-based interactions, mid-air gesture interaction was not intuitive: “I think
mobile/iPad, are much easier and familiar. In the [Hololens]...I was not familiar with what my hands or actions could do... I

was struggling, I was figuring, I was exploring, imagining if this could work or not” (P17).
Some participants (10/25) discovered gestural interaction by accident or in some cases by leveraging the visual

affordances and feedback offered by the application. For example, there was accidental invocation of the menu (6/25
participants): [Graffiti 3D]: “...it was a fluke of getting that palette so, I do not know what action I did” (P14). Another
participant, even after being aware of the interface in VR space, could not map the affordance provided by the interface:
[Holomeeting]: “I was trying to grab, it did not grab, and [then] I accidentally opened my hand...and [the] menu appeared”

(P18). We observed that even users who had experience with VR environments or 3D interfaces eventually struggled the
10
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same way as other users with misleading signifiers, confusing mappings, and trial-and-error loops. Another cue that
assisted 9/25 participants during their use of (Graffiti 3D) was the visual outline of their hands: [For getting a menu]: “I

see some shadow of my hand and tried random gestures and, now I see different colors” (P16). However, a few participants
(5/25) were confused about what could be mapped to this visual affordance: “I can only see the outline of my hand and

little globes appearing but I do not know what to do with it.” (P3)
In contrast, with mobile AR apps, most participants (19/25) had an easier time as the mobile UIs were consistent with

non-AR apps and provided visibility of system status. Since they were already familiar with touch-based gestural input,
participants were also enthusiastic and excited about trying out AR, as seen in other user studies [83].

Overall, confusion at the outset about how to discover correct gestural input with immersive AR significantly impacted
the remaining user interactions and eventually led to different types of errors, explained in the next section 5.

5 DETAILED ERROR ANALYSIS OF INITIAL GESTURAL INPUT

When using the mobile AR applications, the key errors that we observed were related to calibration and recognition
issues (i.e., system errors; see Section 5.2). These errors were mainly due to misleading signifiers and violation of
reliability design principle leading to incorrectly learned interactions (See Figure 9 and 10). In contrast, both the
immersive AR apps violated several NN design principles [77], making discoverability of gestural interactions more
challenging (See Figure 9 and 10). As a result, we found high rates of both system and human errors with immersive AR
applications, mainly due to users lacking an accurate mental model of mid-air gestural interaction. We conducted a
detailed gesture analysis for each Hololens task and highlighted clusters of errors observed during the first 3 trials.
These results are presented as a confusion matrix with two dimensions (“gesture” and “outcome”). We also present
observations related to users’ mental models and how these different errors impacted the discoverability of gestures.

5.1 Overview of the Gesture Analysis

Based on the criteria presented in Section 3.5, we analyzed the first three gesture trials of each participants for each task
that required a range of different gestures (Figure 3, 4). We considered basic interaction involving unimanual gestures
(e.g., Selection, Typing, Sketching tasks) and advanced interaction involving bimanual gestures (e.g., Getting a Menu,
Grabbing and Rotation tasks). We characterized participants’ gesture trials in the confusion matrix as follows: (1) True
positive: correct gesture and correct outcome, (2) False positive: wrong gesture but ambiguously correct outcome, (3)
False negative: correct gesture but wrong outcome due to system errors such as recognition error, depth perception
error or even lack of system feedback, and (4) True negative: wrong gesture and wrong outcome showing range of
wrong gestures tried by participants. For the error analysis, the errors obtained in immersive AR were grouped into
two categories: (i) System-induced errors involving false negatives and false positives and (ii) Human errors involving
true negatives.

Overall, nearly half of the participants (12/25) could successfully discover the correct basic gestures (e.g., selection)
within the first 3 trials, but far fewer participants (6/25) were successful with the advanced interactions (e.g., grabbing).
Users often faced difficulties due to gulf of execution (e.g., gaps in figuring out the correct sequence of actions), but
for more advanced interactions, issues also occurred due to gulf of evaluation (e.g., gaps in evaluating the effect of an
action). We observed different system and user errors that impacted users’ mental models (explained in Section 5.2, 5.3
in detail). Interestingly, true negatives (Figure 5) were the leading cause of errors, followed by false negatives with the
basic interactions and false positives with the advanced interactions (see Section 5.2). A detailed explanation of the
confusion matrices (Figure 5) for each task in immersive AR is in the Appendix (see Appendix).
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Fig. 6. System Errors: Instances of false negatives and false positives from all participants (explained in Section 5.2)

5.2 The Impact of System-Induced Errors

Next, we describe the impact of each error type (e.g., system-induced errors: false positive and false negative; human
errors: true negatives) in detail.

False positives: In comparison to mobile-based AR, the most common system errors in immersive AR were due to
false positives and had a higher impact on the discoverability of gestures. On average, out of a total 398 trial attempts
(across all 8 tasks, and 25 participants), false positives occurred 14.8% of the time and were encountered by about half of
the participants (12/25) at least once. Among the different tasks, the Getting a menu task with Graffiti 3D accounted for
the highest number of false positives (35.1% out of total 69 attempts; 12/25 participants).

When participants encountered false positive errors, they were confused about how things worked previously and
backtracked to recall what gesture worked for them earlier (Figure 6.e), e.g., [Getting menu, Graffiti 3D]: “I need to try

get that [menu] again, but how did I do that before?” (P13). However, due to an ambiguous mapping of the gesture to the
correct outcome, users kept trying other gestures, eventually developing an incorrect mental model of the interaction.
Interestingly, participants who experienced false positives attempted even more trials (average: 5 trials, range: 1-8 trials)
than those who did not experience false positives (average: 3 trials, range: 1-9 trials) for the Getting a menu task with
Graffiti 3D.

Due to the lack of consistency in the outcomes produced by false positives, participants formed some misconceptions
(Figure 6f). For example: [Grabbing, Holomeeting]: “I do not know what I did, but I moved the outline. I think I did something

that is how I was able to move, maybe used both fingers? [wrong discoverability of gesture]” (P17). Eventually, most users
failed to discover the correct gesture within 3 trials: [Getting a menu, Graffiti 3D]: “I thought I figured out how to interact

with an object but it was not consistent...I saw that [menu] comes if I do this [fist both hands], but when I wanted to do

that again, it did not work.” (P15). A detailed analysis of P13, who had the highest number of false positives during
their maximum trials (Figure 7b) demonstrated the impact of discoverability when participants kept on backtracking to
determine which wrong gesture worked during Getting a menu task in Graffiti 3D.

False negatives: In immersive AR, false negatives constituted one-third of the errors. On average, 11.1% of total 398
trial attempts (across all 8 tasks, and 25 participants) were false negatives and were experienced by 10/25 participants at
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least once. These system-related errors were caused by issues with recognition or depth perception, and/or a lack of
system feedback. With false negatives, most participants failed to recognize that they discovered the correct gesture
and performed more random trials. As noted by P21 (even after having experience with VR or 3D interfaces) and P15,
they were confused even after attempting the correct gesture due to false negatives (Figure 6c).

Compared to immersive AR, false negative errors dominated mobile AR tasks when the application failed to recognize
real-world objects. This resulted in calibration and recognition issues, as noted in other mobile AR studies [15, 45].
Many participants (15/25) struggled to determine the meaning of AR features and followed interactions which did not
work as they expected, resulting in frustration (Figure 6a). For example, P11 even after having prior experience with 3D
and VR games, struggled with misleading signifiers and their corresponding mapping: “It [IKEA Place] is not placing

the sofa in the correct location, it is floating in the air. I worked a little bit with that [calibration ring] to see if I can make

the sofa a bit lower down...which is frustrating, but it is not on the floor.” (P11). Even after several attempts (e.g., rotating
the phone left/right, physically moving themselves to space, following AR feedback of pointing to vacant space, etc.),
participants were unclear why these errors occurred.

Next, we shed light on the detailed impact of false negatives on the discoverability of mid-air gestural interactions in
immersive AR using the case study of P7 (Figure 7a), who even after having prior expertise in VR environments and
3D spaces, experienced the highest number of false negatives with the Selection task in Holomeeting (task having the
highest occurrence of false negative trials: 18% of total 62 attempts). P7 encountered false negatives in their earlier 5
attempts, failing to recognize the correct gesture they had already performed. This led to an additional three loops of
random trial-and-error (denoted by *), with P7 ultimately seeking help from external resources (arrows highlighted
in black) and the researcher to finally discovering the correct gesture. These results underscore the struggle users
experienced in AR environments, which is different from other VR or 3D interfaces and emphasize that the prior
knowledge of VR did not necessarily result in a positive transfer to AR.

5.3 How and Why Human Errors Dominated the Interaction

Although the system errors were significant in immersive AR, human errors (i.e., true negatives) dominated problems
with user interaction. In contrast, in mobile AR, we observed true negatives only among a few participants (8/25) who
struggled with AR features and interactions while calibrating the virtual objects with real-world surroundings. In
immersive AR scenarios, human errors were surprisingly higher and accounted for two-thirds of all errors across all
tasks (i.e., an average 63.5% of total 398 attempts experienced by 25/25 participants within the first three trials). True
negatives in immersive AR were induced by wrong gestures that participants expected to produce a correct outcome. In
immersive AR, we observed that participants’ mental models were affected by a range of misconceptions and/or the use
of other types of technologies, which we categorized into three broad categories.

5.3.1 Transferring real-world object interaction to virtual objects. Across all tasks, about half of the participants (12/25)
tried performing gestural interactions with virtual objects similar to how they would when using real-world objects.
For example, in grabbing and rotation, participants “would grab normally” (Figure 8a) and expected the gesture to work
using fist and move. Similarly, 3/25 participants mistakenly perceived that as the virtual object (e.g., screen, sticky note
in Holomeeting) is seen through the headset and/or headset lens, they would need to physically place the sticky note
on the headset glasses or tap on the headset (Figure 8b,d).

Some participants (6/25) assumed that physically moving themselves closer to a virtual object (e.g., keyboard, virtual
screen in Holomeeting) while performing the gesture (e.g., selection, grabbing and rotating task action) was needed
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Fig. 7. Case study of false negatives and false positives impacting discoverability: (a) With false negatives, participant (P7) failed to
recognize that they discovered the correct gesture and performed more random trials (during Selection task in Holomeeting) (b) With
false positives, participant (P13) kept on backtracking to determine which wrong gesture worked and eventually learned the wrong
gesture (during Getting a menu task in Graffiti 3D). In (a) Case Study: False Negatives, * denotes the gesture users already attempted
but failed to recognize them as correct gesture. Therefore, they performed additional three loops of trial-and-error.

because the virtual object was not at the correct distance from them (Figure 8c), e.g., “...the keyboard is way too close so I

have to stay backwards and trying to adjust the position of the keyboard” (P11). Such proximal gestures have also been
described in the literature [86].

5.3.2 Confusing Mappings: Misinterpretations leading to inaccurate explanations of how AR application and interactions

works. Some participants (8/25) experienced a gulf of execution when mappings in the immersive UI were confusing or
unclear. For example, in the selection and grabbing tasks, participants held assumptions about the mapping of the line
coming out of their hands for correctly selecting the menu items or even tracking their interaction (Figure 8f) (also
termed as distal gesture [86]). Similar errors occurred when participants started mapping their head movements to
move virtual objects or coordinated their head and hand movements to access virtual objects. For example, P13 said, “I
have a difficulty in accessing the menu [as] I think my head’s movement and hand is not [happening] at the same time.

They are not covering each other...”. A few participants were confused about which hand to use of perform the correct
gesture (e.g., Selection, Getting a menu tasks; Figure 8e). For example, “for any reason, it is all always scan my left hand

instead of the right hand.” (P8).

5.3.3 Misaligned assumptions about virtual interactions (observed across all tasks). Although many participants (13/25)
had the correct intuition about which gesture to use, they experienced errors due to incorrect execution. For example,
6/25 participants made false assumptions about the position, orientation, or pressure needed for the correct placement
of the gesture with respect to a virtual object (Figure 8g,h): [Selection, Holomeeting]: “I have to do a little bit this [tapping

gently]. Sometimes a little pressure was helping.” (P17). In other cases, 7/25 participants made other assumptions: [Selection,
14
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Fig. 8. Human Errors dominated the interaction: Instances of true negatives from all participants in immersive AR

Holomeeting]: “I think the angle of my hand matters” (P9). The variation in participant perceptions and their lack of an
accurate mental model for executing various tasks led to different human errors, hence the increased true negatives.
Some participants, however, could eventually determine the correct gesture in 3 trials as well as maximum trials (beyond
the initial 3 trials). In the next section, we describe some efforts and ways in which users tried to discover the correct
gesture by making attempts to discover the correct actions.

6 CUES ANDWORKAROUNDS FOR DISCOVERING GESTURAL INPUT IN AR

Although several participants (19/25) accidentally stumbled upon the correct gesture at least once during their trial-
and-error process, participants also tried to leverage the visual cues or feedback provided by the application. They
could sometimes find workarounds by transferring their learning from previous tasks, or seeking help online. Next,
we discuss these behaviors and efforts and highlight how participants still struggled to form the correct gestures to
complete the tasks.

6.1 Visual Cues and Feedback Provided by Applications

Across all tasks, almost half of the participants (11/25) noted that the visual cues and feedback provided by the
immersive AR application (e.g., outlining users’ hands, cursor ring on 3D objects) helped “kick-start” their gesture
learning. However, participants felt that this feedback was inadequate, inconsistent, and the mappings were not obvious.
For example, P3 shared their frustration with a visual cue in the Graffiti 3D Grabbing task: “I see that prompt [cursor

ring around the 3D objects]... I thought that maybe the cursor was the tip of my finger, and you can change the orientation

but I do not know how it works” (P3). Some participants (7/25) also expressed a need for more in-application instructions
about what gesture to perform. For example, after P9 learned the gesture to find the menus, they noted out that "it was
not written anywhere or instructed anywhere in the application”. P2 further expressed a desire for “onboarding or help
experience that would really give me that kind of information I needed about how to use it [the app]...a lot of it just kind of

assumed that I would figure out the gestures myself...”.
15
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Fig. 9. Instances of how AR applications follow/ do not follow the NN design principles for gestural interfaces (Part 1). Both of
the immersive AR apps violated the NN principles for the discoverability of gestural interactions and, as a result, our participants
experienced high rates of both system and human errors. In contrast, users had an easier time getting started with both mobile
applications as they incorporated visibility of system status. Users only experienced calibration and recognition issues with both
mobile applications due to the misleading signifiers. (*Green tick mark implies followed NN principle; Yellow symbol implies partially
followed NN principle; Red cross implies violated NN principle.)

Fig. 10. [Continued] Instances of how AR applications follow/ do not follow the NN design principles for gestural interfaces (Part
2). Users experienced high rates of system and user-led errors with immersive AR apps as the apps lacked consistency and users
experienced mostly negative transfer from real-world interactions. Mobile AR apps were more consistent with existing non-AR apps
enabling positive transfer. Still, users experienced calibration and recognition issues due to the violation of the reliability principle.
(*Green tick mark implies followed NN principle; Yellow symbol implies partially followed NN principle; Red cross implies violated
NN principle.)

6.2 Transfer of Learning Between Tasks and Applications

Although the order of tasks was randomized for each participant, we observed some cases of positive and negative
learning transfer. About half of the participants (10/25) tried to replicate and apply gestures from a previous task. Most
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of these positive transfer instances occurred during the use of the Graffiti 3D application, where participants tried to
transfer the pinch gesture they learned during the sketching task to the grabbing and rotation tasks. In some cases,
there was positive transfer across applications as well. For example, some participants applied similar gestures from the
selection and menu invocation tasks from Graffiti 3D to Holomeeting: “I will just do as I used in the sketch pen in the

graffiti tool to see if there is a 3D pop up menu” (P8).
Despite some positive transfer, several participants (14/25) experienced negative transfer. In most cases, these

participants did not know where to replicate a gesture or how to apply their knowledge to similar tasks. For example,
P3 faced negative transfer between the grabbing and rotation tasks within Holomeeting, e.g., “maybe I need to select it,

just as I did with sticky note... I cannot interact with it as easy as I thought, maybe it is two hands [for grabbing], because

this method worked for sticky note, select it and grab it.” (P3).
Although there was evidence that positive transfer could help people learn unfamiliar gestures in AR, negative

transfer could also hinder the learning process.

6.3 Issues Seeking Help

During the immersive-based AR tasks, almost everyone (23/25) sought help online (e.g., on Google, YouTube) but only
one participant was successful at finding help and applying it to their tasks. In contrast, since mobile-based AR was more
intuitive for participants, only 8 participants sought out help online (for a total of 13 help-seeking attempts), mostly for
calibration (e.g., calibrating virtual object with respect to real-world surroundings) and advanced task interactions.

There were a total of 56 help-seeking attempts (Graffiti 3D: 21 attempts; Holomeeting: 35 attempts). Unlike the
feature-specific, help-seeking attempts observed with 2D and 3D feature-rich applications in prior research [55, 66],
almost half of the help-seeking attempts (24/56) in immersive AR were focused on understanding the interface itself
and how to get started with gestural interactions, e.g., “how to interact with Holomeeting app” (P14), and “getting started

with graffiti 3D with Hololens” (P5). The remaining help seeking attempts focused on other task-related queries about
the basic gestures (25/56 attempts; 15/25 participants) or the advanced gestures for participants who reached that point
(7/56 attempts; 6/25 participants). For example, participants formulated queries about learning gestures for selection,
getting a menu, and grabbing, e.g., “how to click while using AR whiteboard” (P17), and “move ruler holomeeting” (P10).
In fact, 5/25 participants (range of attempts: 4-8) performed end-to-start troubleshooting following help.

Despite these help-seeking efforts, only 2/56 attempts were successful and the remaining attempts either offered
negative transfer (5/56) or no transfer (49/56), e.g., “I mean rather than using the hands, I can also use the eye tracking sign

according to some documentation in Google.” (P7). We observed that 11/25 participants failed to locate help in immersive
AR because users lacked the correct mental model (seen in Section 4 and 5.3) and struggled to use the appropriate
terminologies while framing queries. They mostly resorted to additional trials to figure out the more precise position,
orientation and angle of the correct gesture: “I just Googled directly...I tried..all the instructions. And it [gesture] sort

of slightly worked, [but] then I’m doing trial-and-error and trying to change gestures like trying to hold the sketch from

different angles so that it can move.” (P14).

7 EXPERT VALIDATION AND IMPLICATIONS

To substantiate and refine the interpretations drawn from our observation study, we conducted an expert validation [84]
with 8 professional designers, engineers, and researchers in the AR domain.
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7.1 Study Procedure and Participants

We recruited 8 experts (5M|3F) from four different large technology companies, including productivity, education, and
gaming. All have dedicated product and research teams focused on AR devices and applications. Our participants
had a variety of experiences with AR: designing AR applications and/or gestural interactions (>5 years on average),
user experience research with AR (>5 years on average), and developing AR interfaces (2-5 years on average). All
participants had graduate-level education in subjects, including CS (3/8), design (2/8), engineering(1/8), and information
Science(1/8). They had worked on both immersive AR technologies (7/8), such as Hololens 2, Meta Quest Pro, and
Google Glasses, as well as mobile AR technologies (5/8), such as, AR kit with iOS on an iPad or a phone. Furthermore,
these experts had experience working on different aspects of AR, including interaction design and UX research (4/8),
hardware development of devices (2/8), and input modeling using computer vision and digital signal processing (2/8).

We conducted semi-structured interviews lasting 45 minutes on average. We first shared our key observational
findings through a slide presentation and asked each interviewee to reflect on these findings based on their own
professional and research experience. We asked them to prioritize the importance of the issues for better supporting
novice users of AR. We transcribed, coded, and analyzed the interview data using an inductive analysis approach [26].

7.2 Expert Reflections and Design Recommendations for Discoverable AR Gestural Interfaces

All of the experts agreed that the discoverability issues we uncovered involving system errors and human errors were
commonplace with gestural interactions among novices. Although the experts had intuition about many of these errors
and issues, they expressed that our study results helped substantiate these issues: "[we] all know [these problems] are

there but have not really scientifically categorized [them]” (D08). Most participants mentioned discoverability in AR has
unique challenges since the interaction language tends to be more "embodied and natural." The experts had anticipated
that mobile AR would have a better learning transfer than immersive AR owing to “legacy bias (D05)” and “cultural
propagation of these devices (D03)”. Some of the experts also shared their experience with observing users in immersive
AR, pointing out how users often gravitate towards their pre-existing mental models from desktop or web computing
(D02). Unlike 2D/3D interfaces, users need to deal with the “depth environment” (D03) and “excess degrees of freedom...

comparing how people click in a mouse vs. use AR” (D07).
We synthesized 3 key implications of our findings and identify opportunities for AR research and practice to addresses

issues related to the interaction design, system recognition, and onboarding, summarized in Figure 11. These insights
further corroborate the need to design AR interactions that better follow fundamental HCI design principles, summarized
in Figures 9 and 10.

7.3 Addressing Issues at the Design Stage with Better Understanding of Mental Models

Our observational study showed how novices struggled at the outset due to their lack of familiarity with immersive
mid-air gestural interactions, the lack of visibility within the AR applications, and their expectations from prior 2D/3D
interactions.

The majority of AR experts (6/8) highlighted their own struggles when onboarding with AR and emphasized the
significance of helping users form correct mental models. They expressed that the types of true negatives observed in
our study provides evidence for how incorrect mental models impacted novices’ understanding of the AR system at the
basic level and resulted in misassumptions about “what they should do to fix the problem”. As one AR expert explained,
“the mental model matters... people make workarounds that are not appropriate, such as pressing harder, when they don’t
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understand what the system is actually looking for...” (D03). The experts were not surprised to see novices struggle and
highlighted the need to making gestural interaction in AR more accommodating of diverse user mental models: “we
should be brainstorming as a community to try and think about how can we make sure that we’re making technology
that is accommodating the wide variety of people that are going to be using it” (D07).

All of the experts suggested that issues related to user errors need to be addressed at the design stage and provide
feedback to guide users toward correct interactions when they are going down the wrong path. For example, D05
suggested one possible design direction by using feedforward to aid discoverability [30, 47, 48, 73, 76, 106] of different
UI controls and corresponding actions. Unlike mobile AR applications, immersive AR apps lack consistency of gestures
across application systems which makes learning harder. As users assumed to transfer their knowledge from real-world
to the complex gesture sets, some experts suggested “simplified and standardized gesture sets (D07)” elicited via
guessability studies [101] with novice users that can make the interactions simpler and easier to guess. Although prior
research has attempted to design user-defined gesture sets [110] from trained users’ perspectives, our results provide
initial evidence that they do not translate the same way to novice users who form various misconceptions. To mitigate
the misassumptions due to confusing mappings, 5/8 experts suggested the need to incorporate intuitive affordances and
visibility of the system in the form of “multimodality feedback (e.g., audio, visual or haptics)” (D06) [31, 57]. Furthermore,
another opportunity is to improve the design of interaction guidance, affordances (e.g., ghost hands) and mappings, and
system feedback in the form of proper instructions, visual labels and multimodal feedback, or even basic visible UI
(menu/screen) to minimize users’ gulf of evaluation and gulf of execution. In particular, this will help participants who
were somewhat close to performing the correct gesture (e.g., in Selection: 26% across 10 participants were tapping with
one hand/both hands) but were unclear about how to correctly execute the gesture.

Some experts (3/8) highlighted that some errors are perhaps unavoidable in unfamiliar interfaces. But, they were
optimistic about understanding and incorporating the user’s mental model of the real world in these immersive
applications: “...the ultimate goal would be that people can just be natural about the way they’re working with this

[immersive application]” (D06).

7.4 Addressing Issues at the Onboarding Stage and Improving In-Context Help

The novices in our study preferred to immediately explore interactions with AR on their own and neglected to seek any
help or watch tutorials, eventually getting caught up in lengthy episodes of trial-and-error consistent with software
learnability studies [22, 55, 80]). The majority of experts (7/8) were not surprised with this observation: “I think we
have to force a tutorial, honestly...people have this strong tendency to not spend time on initial tutorials or initial help”

(D08). The majority of the experts (7/8) felt that long tutorials in the beginning are not effective: “they often blow up the

application as they are long” (D05), people turn them [tutorial] off... they get boring.” (D06). Tutorials also require users to

“memorize a lot of information that...they do not know how they are going use until they are into the experience” (D06) and
users have no idea on “how to trigger that tutorial on demand” (D04). Having said that, they highlighted that some sort
of “natural way” of onboarding is required when dealing with unfamiliar interactions in AR.

Many experts (5/8) highlighted that the onboarding process needs to be step-by-step, in-context and interactive
analogous to the onboarding in video games: “We can borrow a lot from what video games do in terms of walking

people through the simple steps of doing something.” (D03) There is an opportunity in considering a staged approach for
onboarding and designing gamifying walkthrough that can teach users gestural interactions through stages. Providing
on-demand automated help that supports interactive guidance for mental models could also be worth exploring: “offer
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Fig. 11. Summary of Key Takeaways and Implications. *Each row represents key takeaway (on the left) and corresponding implication
(on the right)

help on the fly...maybe something subtle like a little icon appears in the corner that says like you know here’s an animation

of the gesture you’re supposed to do.” (D07)
Some experts (2/8) advocated for onboarding using metaphors and design gestures that facilitate natural mappings:

“...drawing on like physical reality and metaphor to design the gestures in the first place will aid in the discoverability and

memorability of gestures” (D07). Other domains such as 2D and 3D applications have already explored the design of
in-context help [19, 25, 43, 46, 105]; however, there has been little research into designing 3D gestural guides in AR that
provide the visual gestural feedback observed in 2D gestural interactions [10, 13, 18, 38] (e.g., mouse-based interactions,
table-top hand gestures). Given the complexity and unique interaction challenges with mid-air interactions for novices
identified in our study, future work can look at expanding the scope of in-context help solutions that can facilitate
AR-specific onboarding.

7.5 Addressing Issues at the System Level and Improving Machine Recognition

The analysis of participants’ discoverability attempts and errors has several implications to improve system-level
machine recognition and create the next-generation of understandable AR user interfaces. Given the impact of false
negatives on trial and error behaviors, one obvious outcome suggested by 6/8 experts is the need for better gestural
recognizers so that there is high position accuracy and precision in recognizing that the gesture did not produce any
outcome. The experts asserted that although recognizers can never be perfect, it is important to properly train gesture
recognizers [96] to be more adaptive and representative of real-world datasets that simulating with more samples
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from novices. This type of data can mitigate false positives and their impact on the learnability of gestures: “...if pinch
recognition is not working, perhaps you may design your classifier to be adaptive that makes the model more reliable or

robust for that context.” (D07) Another opportunity is to train recognizers to detect error cases [3] (error recognizers), or
identify when users get into trial and error loops. Some (3/8) experts further argued that incorporating error data from
nuances experienced by novices has the potential to build system understanding for detecting those errors: “I would
advocate for... let’s detect when things are going wrong. Kind of bespoke guidance about do not do that do this instead”

(D06). These error recognizers can further be personalized by modelling them with data from individual users: “I think
we need to build those cycles in and then basically the system needs to learn...what kinds of errors are systematic to a

particular user?” (D04)
We observed clusters of participants performing similar false positive gestures (Figure 5) for certain tasks, suggesting

that there may be patterns of negative learning transfer bolstered by false positives that eventually lead to incorrect
interactions. These findings can be useful when preparing error datasets and modeling incorrect interactions to facilitate
user learning or error recovery. Given the black-box nature of the sensing technologies to the users as well as designers,
some experts (2/8) suggested that providing training to users about the underlying sensing technologies can help in
understanding the system better and aid discoverability.

8 LIMITATIONS

The findings of this research were based on an observational study and a qualitative analysis of the resulting research
data. To limit researcher bias, we ensured inter-observer reliability in the coding. Although we sampled from a diverse
range of novice AR users from different educational and professional backgrounds, they were all living in North America
at the time of the study and had verbal fluency in English. The insights were drawn from a gestural error analysis that
utilized data from four broad tasks that used unimanual and bimanual gestural interactions. Future research should
expand upon these insights and examine other possible tasks that could be used to understand user behavior and
even train gesture recognizers. While the expert validation showed that the discoverability issues uncovered in our
study were “real problems” based on their experiences with AR design and implementation, future studies should
experimentally validate these findings on other commercial AR devices, applications, tasks and interactions that were
not considered in the current study. Our findings synthesize key barriers of learnability over a single snapshot of
time, thus future research should apply more longitudinal approaches to quantify the learning curve with these AR
applications over a period of time. Future research can also compare the discoverability issues that users who have
prior experience with AR, face in these environments. Although the AR experts in our validation study confirmed
that users tend to skip instructions and long tutorials, in future work it would be interesting to investigate whether
in-context and interactive onboarding instead could lower the barriers to properly learning AR gestural interactions.

9 CONCLUSIONS

The rapid advancement of AR has sparked substantial interest in both industry and research to drive widespread
consumer-level adoption by focusing on issues related to usability and user experience [29, 41, 54, 81–83]. Our in-lab
observational study complements these ongoing efforts by contributing empirical insights into how 25 novice everyday
consumers with varied technical skills form (often incorrect) mental models of immersive AR applications and struggle
with discovering the correct gestural interaction. Our results highlighted the various types of errors (i.e., false positives,
false negatives, and true negatives) that users experienced during gestural interactions and how these errors impeded
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users’ ability to complete a given task. Even though users experienced false negatives with their continued trial-and-
error cycles, we found that false positives catastrophically impacted the discoverability of gestural interaction, similar
to research on mouse-based interaction [62]. Our study highlights the importance of understanding users’ gestural
interactions and misconceptions and how they form their mental model on encountering errors, which has long been
advocated as the first step in facilitating interaction with unfamiliar modalities [75]. As seen in prior works [22, 55, 80],
we also observed that novices were eager to explore the interface on their own rather than follow instructions or
tutorials, which has important implications for the design of more intuitive gestural input and interaction and more
streamlined in-context help and onboarding opportunities.

Overall, our work has contributed a detailed picture of how a diverse group of users began working within unfamiliar
AR environments, discovered gestural-based input and interactions, encountered breakdowns in discoverability, and
struggled to locate and apply relevant help. We validated the observational findings with 8 professional AR designers,
engineers, and researchers and highlight opportunities for engineers or designers working on devising new gestural
interactions in AR, UX practitioners in AR, machine learning engineers improving gestural recognizers and other
researchers enhancing the user experience and adoption of AR applications among diverse novice users.

10 LIST OF REVISIONS IMWUT 23:

We thank the reviewers for their thoughtful comments and for appreciating our work. We offer a few clarifications and
list the revisions that we have made based on the valuable reviewer suggestions.

• (1AE, 2AE, R3, R4) All reviewers asked for specific implications/lessons for AR interaction designers
from our findings. 1AE suggested to include a “second study” to create specific suggestions: We agree
with the reviewers’ concerns and appreciate suggestions by 1AE to include an additional study. So, to validate
our observations and interpretations and better understand the specific implications for practice, we did an
expert validation study with 8 professional AR designers, engineers, and researchers from four different large
technology companies that build AR-related software technologies. We presented to them a summary of our
key findings and asked them to reflect, critique, and share their experiences for improving gestural interaction
with AR. Although experts had intuition about many of the errors and discoverability issues that we uncovered,
they expressed that our study results helped substantiate that these issues “are real problems.” .
(1) Based on the feedback provided by our experts and our own interpretation, we synthesize 3 key implications

of our findings and identify more concrete and actionable opportunities for AR designers, engineers,
researchers, and the broader HCI community to create the next-generation of input for AR user interfaces
in three directions: (i) Addressing Issues at the Design Stage with Better understanding of Mental Models
(ii) Addressing Issues at the Onboarding Stage and Improving In-Context Help (iii) Addressing Issues at
the System Level and Improving Machine Recognition. We reframed Section 7 to be “Expert Validation and
Implications” (For the detailed results and implications, See Section 7).

(2) Furthermore, the insights obtained from the experts also validate the need to design AR interactions that
better follow fundamental HCI design principles (discussed in Figure 9, 10).

• (1AE, 2AE, R4) The reviewers asked to discuss if and how order effects were handled in our study: We
clarified our definition of random ordering in Section 3.4.2, we did in fact counterbalance the order to reduce
order effects. Each participant completed two tasks (with basic and advanced interactions) for each application
on two different devices (immersive and mobile) in a random order. The order in which tasks were presented to
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each study participant was determined using a Latin Square where 8 orders were possible for assignment. (See
Section 3.4.2).

• (2AE, R3) 2AE and R3 wished for more description of the differences the authors observed when it
comes to participants’ prior knowledge (expert tech users) and the feedback the different groups
provided:
(1) We apologize for the confusion regarding our use of the term “expert users.” These 4 participants we

recruited in our study did not have any experience with AR environments, so we removed the reference
of expert users and updated Section 3.1, as follows, we recruited 4 additional participants who did not
have experience with AR, but had prior experience with other forms of 3D interaction (e.g., 3D design or
playing VR games). (See Section 3.1).

(2) Having said that, we understand the reviewers feedback on including description of differences observed
when it comes to participants’ prior knowledge with VR/3D space. We highlighted the results from these
more experienced participants and more clearly described the context around their quotes in Section 5. We
observed that these users got started with the interface accidentally or following the affordances from the
AR application. But eventually, even after having prior experience in interacting with VR games or 3D
interfaces, these participants struggled the same way as other users with misleading signifiers, confusing
mappings and trial-and-error loops of system and user errors. These results underscore the struggle users
experienced in AR environments, which is different from other VR or 3D interfaces and emphasize that
the prior knowledge of VR did not translate the same way to AR environments. (See Section 5 and 5.2)

(3) We included in the section 8 that future research can also compare the discoverability issues that users
who have prior experience with AR, face in these environments (See Section 8).

• (1AE) 1AE suggested to restructure the paper discussing N&N’s fundamental design principles, how
many gesture interfaces do not follow them along with ranking interactions based on these design
principles:We appreciate and followed this suggestion to better present our results, as follows,
(1) We included Figure 9 and 10 to represent findings on what and how these gesture interfaces follow/do

not follow necessary N&N’s fundamental design principles. Furthermore, in both these figures, we have
ranked the interactions studied by how well they follow the principles using the visual coding symbols, i.e.,
Yellow symbol implies partially followed NN principle ; Green tick mark implies followed NN principle;
Red cross implies violated NN principle. (See Figure 9, Figure 10)

(2) In addition, we also included information in Section 5 about how many interfaces did not follow these
principles and how violating these principles, as seen in immersive AR apps, led to high rates of both
system and human error impacting the discoverability. In contrast, mobile AR applications had followed
most of these design principles (e.g., visibility of system status and consistency with existing non-AR apps)
allowing users to have easier time getting started with them (See Section 5).

(3) Furthermore, these findings on the need to design interactions that better follow fundamental HCI design
were validated by the experts during our second study in Section 7.2. (See Section 7.2)

(4) To ensure consistency and clarity throughout the paper, we introduced the NN design principle for gestural
interfaces in the Section 2.2, Section 3.5.

• (R3) R3 asked for additional description on how people held/interacted with the mobile devices in
terms of set up for the mobile devices, device size and weight:We clarified the device size and weight
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in Section 3.2: Google Pixel 6 Android phone (6.2” X 2.9” X 0.4” with a 1080 x 2400 OLED resolution and 207
grams weight) and an iPad mini (7.69” X 5.3” X 0.25” and 297 grams weight with a 2266 X 1488 resolution).
(1) In terms of the device setup, we clarified that for both mobile and AR applications, the users were handed

the devices with the application opened by the researcher so that they could focus on the given tasks. (See
Section 3.4.2)

(2) Additionally, we included a Figure 4 explaining how users held/interacted with mobile devices i.e., descrip-
tion of gestures when performing given tasks in mobile AR applications. (See Figure 4)

• (1AE, R3) had concerns if setup/onboarding could help familiarize users with AR:We agree with the
reviewers’ concern and therefore, we asked our experts in the second study to reflect upon our finding on
participants not following tutorials and jumping into the AR interfaces.
(1) We clarified in Section 7.4, wherein we found that, although the majority of experts (7/8) agreed with

having more onboarding options, they were not surprised that our participants did not seek tutorials or
help. In fact, the experts confirmed that users tend to skip long tutorials even when it is beneficial for
them. In the implications, we do discuss ideas for in-context and interactive onboarding instead of long
tutorials to get started with the AR gestural interactions that the experts suggested could yield more user
participation. (See Section 7.4)

(2) We also clarified in Section 3.4.1 why we did not force participants to watch setup tutorias, as we focused
on more sophisticated range of task-specific gestural interactions and were not offered in the setup tutorial.
Having said that, users were given freedom to seek help and watch more in-context tutorials or help from
online resources (See Section 3.4.1).

• (R4, 1AE) R4 and 1AE suggested us to address why do (or do not) the results on the Hololens generalize
to other headsets: This is a good point and based on our findings from Expert validation study, we discussed
this in our revisions in Section 8. Our experts who had worked with a wide range of commercial AR devices
(e.g., Hololens, Meta Quest Pro, Google Glasses) could relate to the discoverability issues uncovered in our
study and confirm them to “real problems” across these platforms. In fact, they also suggested these findings
could be generalizable to immersive AR. We highlighted that the future studies may, however, experimentally
validate these findings on the other commercial AR devices, applications, tasks and interactions that were not
considered in the current study. (See Section 8)

• (R4, 1AE) R4 and 1AE suggested us to better motivate why the 4 apps were chosen:We clarified and
provided more information on our criteria followed to chose these applications for the user study in Section
3.3, as follows, To better motivate diverse set of novice users to perform tasks with AR applications during the
study, we focused on popular productivity-related or day-to-day tasks that everyday consumers could find
relevant and we avoided niche gaming applications. We explored applications that were already popular on the
Hololens 2 platform [92] for boosting productivity or performing day-to-day tasks related to education, remote
collaboration, shopping, among others.(See Section 3.3)

• (R4, 1AE) R4 and 1AE asked for more information on how participants were introduced to AR: In
Section 3.4.1, we included more details about how users were handed the device and application during the
study, as follows:For both mobile and immersive AR applications, the users were handed the devices with the
application opened by the researcher so they could focus on the given tasks. In the case of immersive AR, the
researcher helped the user to wear the head-mounted display with the application open (See Section 3.4.1).
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• (R3) R3 suggested to include a summary table of all the challenges faced, mitigations, and recommen-
dations to summarize the findings: We included Figure 11: Summary of Key Takeaways and Implications
showing the challenges faced by our participants and mitigations/recommendation validated by our experts
(See Figure 11).

• (R3) R3 suggested to discuss any differences and expectations between system-level onboarding
vs. expecting the apps to do onboarding or providing “in-context” instructions:Our second study
with experts provided detailed insights on the difference and expectations in practice for onboarding at the
system-level or in-context, which we discussed in Section 7.4. The majority of experts (7/8) did not favour for
setup tutorials or system-level onboarding and expressed that long setup tutorials of onboarding that comes in
the beginning as “ often blow up the application as they are long”(D05) and users turn them off: “ people turn
them [tutorial] off... they get boring and [users] would not memorize a lot of information that might not be
broken or they do not know how they are gonna use it until they are into the experience” (D06) and users have
no idea on “how to trigger that tutorial on demand”(D04). Instead, they expressed that some sort of natural
way of onboarding is required when dealing with unfamiliar interactions such as AR which users are not used
to. This was also in consistent with (6/25) participants who suggested that it would be helpful to have proper
in-context onboarding activities and instructions from the start as a way of initially becoming familiar with AR
and gestural input (that go beyond setting up the hardware device). (See Section 7.4)

• ((R4) R4 asked for clearly defining terms such as immersive AR and mid-air gestures in the Introduc-
tion:
(1) We clarified the definition of immersive AR applications in Section 1 as well as Section 3.2, as applications

hosted on head-mounted displays (e.g., Microsoft Hololens, Magic Leap). Furthermore, we added: “the
complexity intensifies in the domain of immersive AR hosted on head-mounted displays (e.g., Microsoft
Hololens, Magic Leap), where sensors and cameras are used to seamlessly integrate 3D virtual objects
into the user’s immediate physical surroundings, blurring the boundaries between the digital and physical
realms.” (See Section 1 and Section 3.2)

(2) We also clarified mid-air gesture definition as: mid-air gestures, where users can interact with the user
interface without touching or holding a physical device. (See Section 1)

10.1 Formatting changes

We appreciate all the formatting changes and typos pointed out by the reviewers. We highlight some of these changes
here (especially those explicitly outlined in the reviews) as well as major changes to Section 7.

• (1AE R4) R4 and 1AE asked to tighten the paper and do proofing:We performed a full scan to tighten the
paper and did proofing. As suggested by R4, we tighten the section 6.3 and made it more concise.

• (R3) Fixed missing figure references (with ?) in the Section 5.1 and fixed minor typos/grammar issues in a full
pass of the paper.
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