
Skin Res Technol. 2019;00:1–10. wileyonlinelibrary.com/journal/srt   |  1© 2019 John Wiley & Sons A/S. 
Published by John Wiley & Sons Ltd

1  | INTRODUC TION

Recent advances in artificial intelligence (AI) and computer-aided 
decision support methods have produced various efficient ways to 
allow for learning about skin problems.1 In particular, advances in ma-
chine learning have spurred novel retrieval algorithms and aroused 
interest in content-based image retrieval (CBIR) techniques, where 
computer vision methods are applied to search for similar images to 
a “query” image based on the content of the image and visual clues 
such as color, shape, and pattern, from large databases.2 In the med-
ical domain, CBIR is designed to assist with finding similar, labeled, 
medical images from a curated database. Within the dermatology 

context, CBIR can assist with diagnosis or education by comparing 
visually similar skin lesion images,3 removing the difficulties that can 
arise when trying to describe images with words. Since the database 
and the algorithms for these systems are curated for a specific area 
or problem, users are less likely to encounter irrelevant images, one 
of the main problems with generic search engines.

Despite the proposed benefits of modern CBIR systems, most 
CBIR-related research to date has focused on improving the accu-
racy of AI systems for diagnostic decisions4,5: we know little about 
the perceived utility and usability of CBIR systems for end users 
from a human-computer interaction (HCI) perspective.6 In this 
paper, we describe a pilot study on how an interactive dermoscopic 
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Abstract
Background: Dermoscopic content-based image retrieval (CBIR) systems provide 
a set of visually similar dermoscopic (magnified and illuminated) skin images with a 
pathology-confirmed diagnosis for a given dermoscopic query image of a skin lesion. 
Although recent advances in machine learning have spurred novel CBIR algorithms, 
we have few insights into how end users interact with CBIRs and to what extent 
CBIRs can be useful for education and image interpretation.
Materials and Methods: We developed an interactive user interface for a CBIR sys-
tem with dermoscopic images as a decision support tool and investigated users’ in-
teractions and decisions with the system. We performed a pilot experiment with 14 
non-medically trained users for a given set of annotated dermoscopic images.
Results: Our pilot showed that the number of correct classifications and users’ con-
fidence levels significantly increased with the CBIR interface compared with a non-
CBIR interface, although the timing also increased significantly. The users found the 
CBIR interface of high educational value, engaging and easy to use.
Conclusion: Overall, users became more accurate, found the CBIR approach provided 
a useful decision aid, and had educational value for learning about skin conditions.
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CBIR-based decision support tool can be used to help classify skin 
lesion images, and determine if the tool has educational value for 
users without prior dermoscopy training. Pagnanelli et al suggested 
that web-based training is an efficient tool for teaching dermoscopy 
to nonexperts,7 so we included a brief dermoscopy web-based tu-
torial before the study in order provide some knowledge to partici-
pants who had no prior dermoscopy training.

Our key research questions were as follows:

RQ1: To what extent does a CBIR system help untrained dermos-
copy users accurately identify a subset of four important skin 
conditions commonly observed in clinical practice (nevus, sebor-
rheic keratosis, basal cell carcinoma, and malignant melanoma)?
RQ2: How does CBIR affect user confidence, trust, and timing in 
making a decision?
RQ3: To what extent is CBIR perceived to be educational for un-
trained dermoscopy users?
Our main contribution is in designing a user interface for a der-

matological CBIR system and performing pilot studies that provide 
insights into how this system is used and perceived by untrained 
dermoscopy users. Our results have several implications for design-
ing interfaces for CBIRs and other decision support tools for helping 
users search, explore, and learn from medical image collections.

2  | REL ATED WORK

Our work builds upon existing research on information retrieval and 
recent CBIR systems for medicine, especially in the dermatology 
field. We consider current challenges that end users face in finding 
medical information online and summarize existing efforts on evalu-
ating and improving CBIR-based decision support systems in other 
contexts.

2.1 | Challenges in Finding Relevant Visual Medical 
Information Online

CBIR has been proposed to be promising for medical information re-
trieval,8 and the last decade has witnessed great interest in research 
on CBIR systems in the dermatology field.9-11 Rise of computing 
power and large image datasets also has helped to pave the way for 
a large number of new techniques and systems for improving CBIR 
retrieval accuracy, and the domain of CBIR for dermatology through 
improved algorithms is moving forward quickly.12,13

2.2 | Learning about Dermatological Concepts

Dermoscopy is a useful tool for people attempting early diagnosis 
of melanoma.14 Although diagnostic accuracy is directly depend-
ent on the experience of the observer, studies have shown that 
dermoscopy improves diagnostic accuracy in comparison with 

clinical diagnosis with the naked eye for skin lesions.15 Patient 
education on skin self-examination is also effective for improving 
the rate of early detection of melanoma.16 Despite significant use 
of dermoscopy, dermoscopy training is usually time-consuming, 
is often limited to dermatologists, and is often not provided for 
general practitioners.17,18 These issues highlight the opportuni-
ties for advanced decision support tools to be used as educational 
means in dermoscopy training for people with different levels of 
expertise.

In educational settings, an ideal clinical decision support system 
could provide images relevant to a clinical query for special cases,19 
as these images often convey essential information and can be very 
valuable for interpretation and education. In,20 authors developed 
a retrieval system to assist clinicians in self-learning and differen-
tial diagnosis of lung cancer to reduce the inter-observer variability 
using the information of similar nodules. Searching for visually sim-
ilar images with different diagnoses can also be valuable for teach-
ing. Moreover, based on,21 their CBIR-based tool minimizes the risk 
of missing critical lesions. However, to improve the precision of 
case-based retrieval, future work is required.

2.3 | User Interaction with CBIR Systems

The need for a user test in the clinical environment to measure the 
impact of an efficient retrieval system on diagnosis quality is men-
tioned in a number of scientific publications 22,23; however, only a 
few medical CBIR systems have been developed in direct collabora-
tion with end users and evaluated in a real workflow.7,24

CBIR applications are inherently visual in nature, so an effective 
user interface plays a key role. Dermoscopic images themselves can 
be improved with image processing techniques such as using high 
dynamic range conversion 25; user evaluation of the enhanced im-
ages was positive, but the increased accuracy of diagnostic decision 
was not reported. Improving the user interface is one of the big-
gest challenges in developing clinical CBIR decision support tools.26 
There have been some studies on user-oriented design and evalu-
ation of medical CBIR tools. The goal of these studies was mainly 
to assess the system usability and identify user-centered evaluation 
of the CBIR tool and potential improvements in the system and in-
terface.27 It has been also stated that making a variety of queries, 
creating relationships between image features, assigning importance 
to features, and forming hybrid queries by intelligently combining 
text and image queries are some of the necessary features of a CBIR 
user interface.28

An effective decision support system must also be easy to use 
and should minimize the users’ effort to receive and act based on 
the important information provided.29 Usability evaluation based 
on realistic scenarios with target user groups is needed for ed-
ucational and diagnostic purposes. Hence, direct cooperation 
between medical practitioners and medical computer scientists 
is necessary to determine user expectation from a decision sup-
port system.30 It is also mentioned that one of the most important 
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factors in image retrieval research is evaluation of the behavior of 
retrieval system users. Each user has different needs and prefer-
ences, so it is important to detect users’ preference and provide an 
efficient interface to them.31

3  | METHOD

3.1 | Study design

We used an experimental design, where all the participants made 
decisions about query images under two conditions: non-CBIR and 
CBIR. We built our CBIR system based on a previously published 
CBIR image retrieval algorithm, which was shown to be also effec-
tive for classification by taking the 16 most similar images.3

3.2 | Study participants

Fourteen non-medically trained participants (six males and eight 
females, aged 25-35) successfully completed the laboratory experi-
ment. The participants were all professionals, in software or hard-
ware engineering (5/14), image processing/graphics (5/14), and in 
business (4/14), but none of them had any training in medicine. This 

study was advertised through an electronic mailing list and was ap-
proved by the Simon Fraser University Ethics Board.

3.3 | System and user interface description

To run this study, we designed a user interface for enabling content-
based image retrieval using an existing classifier.3 Using the existing 
algorithm, our decision support tool retrieved all the similar images 
for each query image, sorted in ascending order based on the dis-
tance of deep feature vectors from a deep neural network trained to 
classify images, where the first similar image was the most visually 
similar image to the query image. Our interface displayed thumbnails 
of the 15 most similar images.

3.3.1 | User interface for the non-CBIR condition

In the non-CBIR condition, each user was presented with a query image 
one at a time and was asked to choose the single best classification cat-
egory by clicking on the appropriate button, where buttons were color 
coded with respective skin lesion category. Users were also requested 
to select a confidence level on their decision on a Likert scale score in 
scale of 1 (least confident) to 5 (most confident) for each query.

F I G U R E  1   Sample screenshot of the CBIR condition
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3.3.2 | User interface for the CBIR condition

In the CBIR condition, each user was presented with a query image 
and asked to classify it in the same manner as the non-CBIR condi-
tion. However, during the CBIR condition, the 15 most visually simi-
lar images of the collection were returned as thumbnails for each 
query image, sorted from top left row to the bottom right row, and 
participants had freedom to interpret the results and make a deci-
sion at their discretion. A sample screenshot of the CBIR condition 
can be found in Figure 1.

3.4 | Dataset

We selected all of the images from publicly available datasets, 
such as a Dermoscopy Atlas,32 and the International Skin Imaging 
Collaboration (ISIC) archive.33 We limited our study to 4 important 
skin lesion categories commonly observed in clinical practice, in-
cluding those used in the ISIC classification challenge 2017,34 that 
is, nevus, seborrheic keratosis (SK), basal cell carcinoma (BCC), and 
malignant melanoma (MM), resulting in 1021 usable images, with 
448 nevi, 43 SK’s, 42 BCC’s, and 246 MMs. The remaining images 
included melanoma metastatis, vascular lesion, blue nevus, com-
bined nevus, dermatofibroma, lentigo, melanosis, recurrent nevus, 
and spitz nevus, none of which appeared in the visual search of 
the query image. We also removed anything which is “acral” (fin-
gers and toes) as these lesions have unique linear patterns. Note 
there were only 43 SK’s in the dataset, because dermatologists do 
not usually capture easy SK’s to diagnose. The classification ac-
curacy of all images was confirmed by pathology, and the visual 
quality was approved by an expert dermatologist who had experi-
ence working with dermoscopic images. To simplify complex medi-
cal terms for general users, we used simple terminologies for each 
skin lesion category as shown in Figure 1.

3.5 | Experiment Protocol

3.5.1 | Pre-pilot studies

Before shaping the study, we performed two pre-pilot studies. In the 
first, we explored several interface design options, including show-
ing differing numbers of similar images, and a pie chart representing 
proportions of the different diagnoses in the most similar images. 
In the second, we tested the interface with another design option, 
using colored borders around the retrieved images to indicate their 
diagnosis. We also used a different task order to discover learn-
ing effects: half of the users started with CBIR condition, and half 
started without CBIR.35 From these studies, we learned that the pie 
chart and colored borders affect and inform the decision, so there 
were only a few clicks on thumbnails for full size image comparison. 
We also found a learning effect for users who started with CBIR, 

which confused the accuracy statistics. Hence, for this pilot, we used 
the following protocol:

3.5.2 | Pre-task Questionnaire

Participants answered their past experience in medical image search.

3.5.3 | Brief tutorial

For around 10 minutes, participants went through a brief tutorial 
session to learn about 4 skin categories commonly observed in clini-
cal practice.

3.5.4 | Experimental task

Participants started the study by classifying 20 skin lesion images 
first in the non-CBIR (20 images) in random order, and then in the 
CBIR condition in random order.

3.5.5 | Post-task Questionnaire

Participants filled out a post-task questionnaire about the CBIR tool.
Users were asked to think aloud while classifying each image. We 

collected all these data which were mainly about images, difficulties 
they encounter, and suggestions for improvements.

Since our study contained complex dermoscopic images, users 
needed to have some knowledge about each skin lesion category 
(eg, features, patterns, and colors). In a realistic scenario, users will 
have freedom to explore the web, textbooks, and other resources 
to find relevant information. To simulate this scenario and provide 
some background knowledge, we provided users with a brief tu-
torial consisting of educational slides for 5-10 minutes before the 
experiment. All of these images, information, and simplified ter-
minologies were approved by an expert dermatologist, who had 
experience working with dermoscopic images. During the study, 
users relied only on their knowledge from our trial or the CBIR re-
sults and did not have access to information from the educational 
slides.

Based on the results of our pre-pilot studies, for our experiment, 
we decided to use 40 randomly selected query images out of the 
1021 images in our dataset: 20 without CBIR and 20 with CBIR. We 
selected 5 query images from each category for each condition to 
provide an equal disease distribution.

To reduce possible bias resulting from fatigue or learning effects, 
the order of “query” images was randomly selected. Once the study 
ended, participants were provided with total feedback on their per-
formance. The same normal lighting condition with a large screen 
was provided for all users.
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4  | RESULTS

4.1 | Accuracy

We recorded the users’ decisions for each query image. Each image 
category has 70 entries: Five images classified by 14 users. Figure 2 
shows the overall accuracy for each user, without CBIR and with 
CBIR.

Table 1 shows the confusion matrix between categories for clas-
sifications without CBIR and when using CBIR. Results with signifi-
cant changes in accuracy where P < .05 between the two conditions 
are shown in bold, showing that accuracy for classifying nevus and 
MM images improved significantly with the CBIR. Diagonal elements 
show the number of correct decisions for each category and sum-
ming the accurate diagonal decisions total 139 (49.5%) without the 
CBIR condition and 196 (70%) with CBIR, a significant increase in 
accuracy with CBIR (P < .05).

4.2 | User confidence level

The confidence level of every decision was recorded automatically 
(see Section 3.3 and Figure 1) and summarized in Table 2. User con-
fidence level for both the correct and incorrect classifications in-
creased significantly in the CBIR condition.

4.3 | Timing

Computer logs recorded time spent on each condition by each par-
ticipant. There was a significant difference (P < .05) in mean time 
from 451 seconds (SD = 16) in the non-CBIR condition to 815 sec-
onds (SD = 16) in the CBIR condition. In the CBIR condition, the 
average number of clicks on each thumbnail to zoom the image to a 
higher resolution is shown in Figure 3.

4.4 | Educational Value

The educational value was measured in the post-task questionnaire 
as the level of usefulness on a 5-point Likert scale for learning about 
skin problems. Average value was 4.6/5, with 71% of users recording 
“Very Useful” and 21% recording “Useful.”

About 5/14 users explicitly mentioned the educational value of the 
system: “it is a fantastic educational tool …it is extremely important for 
supporting clinical decisions,” and “Educational for both experts and non 
experts.”

The extent that CBIR can complement other resources such as 
books or Google image search was measured on a 5-point Likert 
scale, with a similar result; about 71% of users found it could comple-
ment other resources “a lot”, and 21% recorded “Moderately”, with 
average value 4.6/5.

F I G U R E  2   Accuracy of every user without and with CBIR
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In addition, “self-education” was the first major motivation in fu-
ture use of CBIR for the 13/14 users.

4.5 | Trust, ease of use, and engagement

Trust in the CBIR results was measured in the post-task question-
naire as: “To what extent did you trust the similar images in the 
CBIR tool?” on the Likert scale score on the scale of 1 (least con-
fident) to 5 (most confident). The users self-reported a mean of 
3.18/5 trust.

The majority of the users found our CBIR-based decision support 
tool “very easy to use” and “engaging” (see Figure 4).

4.6 | Users’ Perceptions and Feedback

Participants’ comments, concerns, or suggestions about usabil-
ity and usefulness of the system were noted as “think-aloud pro-
tocol” during the study and were also collected in the post-task 
questionnaire.

One of the key reasons users did not incorporate diagnoses of 
visually similar images with their decisions was their perception of 
similarity. It was often stated by the different users that “Even though 
system suggests… I go with…” or “in some cases that are skin cancer 
are very similar to common mole, so I can't distinguish between them.” 
The second situation usually happened when query image or similar 
images were rare cases.

Sometimes, no visually similar images were enlarged, which re-
sulted in both correct and incorrect decisions.

During the think-aloud protocol, we also observed that although 
the same educational trial was provided for all the users, different 
people made their decisions based on different features in the im-
ages (eg, colors, vessels, and dots).

In many cases, users found similar images very similar to query 
images. It was frequently reported: “… it's very similar to this one.” In 
many cases, viewing similar images was helpful; however, in some 
cases, the similar images made the task challenging for the users: 
“… some skin cancer cases are very similar to common mole, so I can't 
distinguish between them.” Some users mentioned that they would 
like to have a numeric “similarity to the query image” score on each 
retrieved image, and 3/14 users stated they need an explanation of 
why the images are found to be visually similar.

“Maybe the retrieval system can bring up images that look more sim-
ilar and also point to similar features eg, dots.” These three users also 
stated they want a statistical chart—and on more than 15 images.

Some users stated that they need “zoom option”; 3/14 users 
stated that they need “Information on images” or “Image Scale” for 
making a more accurate and confident decision.

“Having a scale on the images would be very helpful, I wasn't able 
to tell how magnified an image was or tell if some of the skin features 
were the same size.”

One user stated more information about each disease category 
would be useful:

“Having a tip or info section and showing some features of each 
type of diagnosis for people who need a refresh on the concept.”

5  | DISCUSSION

In this paper, we used a multidisciplinary approach to investigate 
how a dermatological CBIR system is used and perceived by users. 
Our results have several implications for designing CBIRs and other 
decision support tools to help end users search, explore, and learn 
from medical image collections.

5.1 | Accuracy of classification

The overall accuracy of non-medical users in classifying the images 
increased significantly with the CBIR-based decision support tool, so 
our results suggest that CBIR can help users in image interpretation. 
However, the users’ performance on SK images did not significantly 
increase in the CBIR condition. The reason for the poor performance 
of identifying the SK category likely arose from the small number of 
SK images (43/1021) in the dataset which resulted in fewer similar im-
ages from the SK category. The SK cases included in the database are 
also difficult cases which were confused with malignant melanoma 
and sent to the pathology laboratory and means the database may be 
biased toward difficult cases and may not have enough representation 
for easy benign cases such as obvious and easy to diagnose SK images.

These findings show the importance of creating a comprehen-
sive database that can represent the distribution of cases that the 

TA B L E  1   Confusion matrix without CBIR (A) when using CBIR 
(B) for all 70 decisions in each category (Five images in each 
category for 14 subjects). Results with significant changes in 
accuracy where P < .05 between the two conditions are shown in 
bold

True class

Decision

Nevus SK BCC MM

(A) Without CBIR

Nevus 47 17 2 4

SK 16 26 14 14

BCC 0 9 36 25

MM 6 12 24 28

Total 69 64 76 71

(B) With CBIR

Nevus 69 0 0 1

SK 16 33 1 20

BCC 1 2 42 25

MM 11 2 5 52

Total 97 37 48 98
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user group will be facing in their real-life clinical practice. This can be 
extended to all other classes of skin disease that may not be present 
in the database used for image retrieval. Hence, it is very important 
to inform the users about the database size and the level of coverage 
for different disease categories.

5.2 | Confidence

Overall, the mean confidence on every decision, both accurate and 
inaccurate, increased significantly when using CBIR, suggesting that 
it is important to ensure that decision support tools and the algo-
rithms behind them are safe and effective. Hence, scientific evalua-
tion and clinical testing are necessary to measure factors related to 
user confidence level in the decision making process.

5.3 | Timing

Almost twice the time was needed to make a decision in the CBIR 
condition, which would be very important in clinical practice. The 
workflow must be carefully designed to deliver value to the end 
users. Some of the extra time involved clicking on thumbnails to 

TA B L E  2   Average user confidence level without and with CBIR

Classification without CBIR with CBIR

Confidence on correct 
decisions

3.60 (0.56) 4.02 (0.46)

Confidence on incorrect 
decisions

3.09 (0.37) 3.61 (0.56)

Average confidence 3.35 (0.4) 3.82 (0.47)

Note: Significant results where P < .05 are shown in bold (SD of 
classifications are shown in parentheses).

F I G U R E  3   Average clicks to zoom a thumbnail to a higher resolution

F I G U R E  4   Level of ease of use and 
engagement (data represent percentage 
of the users)
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zoom the images for visual comparison. On average, users magnified 
the first four similar images (the closest ones) almost twice as often 
as the remaining images (Figure 3). Future design considerations 
may include providing fewer visually similar image thumbnails in the 
search or providing one or two closest images already zoomed up.

5.4 | Educational value

According to our pre-task and post-task questionnaires, we learned 
that more than two thirds of the users in our study found our CBIR 
system “very useful” for learning about skin problems, and the CBIR 
system can complement other resources (eg, books, Google image 
search, etc). These findings demonstrate that CBIR has the high po-
tential to be used as an educational tool for the common cases for 
both general and expert users.

5.5 | Trust, ease of use, and engagement

Trust is a challenging factor for medical decision support tools, and 
some studies propose that a second opinion by a decision support 
system is not always welcomed by clinicians when it does not match 
their own initial diagnosis.6

Since retrieving similar cases can provide a diagnostic support 
environment rather than a single second diagnosis, we investigated 
“trust in CBIR results” as another critical factor in the post-task 
questionnaire.

All of the users self-reported a medium level of trust (mean trust 
of 3.28/5), respectively, in the retrieved data. The main reason is 
likely that many of the retrieved images were not “similar enough” 
to the query image; this situation would be remedied with a much 
larger curated database of images for each kind of classification.

All of the users reported a high level of ease of use and engage-
ment. More than 75% of the users found our CBIR system “easy to 
use.” More than 85% of the users ranked our CBIR system “engag-
ing.” Although “ease of use” and “engagement” levels are not critical 
factors in developing medical decision support tools, they are es-
sential for acceptance and establishing an effective user interaction.

5.6 | Visual elements in CBIR and implications 
for design

5.6.1 | Number of retrieved cases

In a previous study comparing CBIR accuracy with diagnostic accu-
racy,3 the diagnostic accuracy obtained using CBIR to retrieve 16 
visually similar images was similar to predictions made by a neural 
network. However, our findings demonstrate that users do not al-
ways use all 16 images; users magnified the first four similar cases 
far more than the rest (see Figure 3). In addition, there is a trade-off 
between number of thumbnails and size of thumbnails that you can 

fit in the view. Therefore, showing a larger number of retrieved cases 
results in smaller thumbnails where users may not be able to see the 
details.

5.6.2 | Design choices to show the diagnosis

In a CBIR decision support tool, it is also important how you present 
the diagnosis to the user. To show the diagnosis, we considered four 
different design choices as follows:

5.6.3 | Colored statistical charts

According to data from our pre-pilot study, the first impression of 
the colored statistical chart introduces bias to user decision. For ex-
ample, one of the pre-pilot users (P2) was trying not to look at the 
images and chose her decision mainly based on the majority of the 
cases in the pie chart. The statistical chart is highly dependent on the 
diagnosis of similar cases and ignores the visual similarity which is an 
important factor in designing CBIR systems.

5.6.4 | Colored borders

In general, the colored borders used in the pre-pilot study35 highly 
affected the user's decisions, interaction, and behavior. Providing 
users with the colored borders may encourage or discourage them 
from clicking on specific cases. First, impression of the colored bor-
ders introduces bias to user decision, most probably through crea-
tion of a “mental frequency estimation” of diagnoses. Using colored 
borders may work for a limited number of classes, for example to 
differentiate malignant from benign cases. However, in a real-world 
setting, it is impossible to use the colored borders that can be rep-
resentative for a multitude of categories of skin lesions. Finally, 
colored borders also affected the visual appearance of similar im-
ages and how they looked to the users.

5.6.5 | No diagnosis

Users have no diagnosis for the thumbnails, so it takes significantly 
more time to make a decision since they need to magnify the similar 
thumbnails in order to see the associated diagnosis. Furthermore, 
users need to remember the diagnosis of cases they found similar, 
which can be frustrating and less helpful for the user.

5.6.6 | Mnemonic text

In a more realistic yet effective design, we can attach diagnosis to 
thumbnails, so users can see the diagnosis of each retrieved case 
underneath as a text. This method also removes the difficulties of 
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finding appropriate colors representing different diagnosis, when 
the number of lesion categories is large. We infer from results that 
different user interface choices should be designed and tested in fu-
ture studies for every use case.

5.6.7 | Visual elements and features

Zooming option, similarity scores for retrieved cases, and patient 
information such as age and gender are other potential choices and 
may help toward more accurate decisions. Showing extracted fea-
tures by the AI algorithms in the tool is another interesting challenge.

5.7 | Limitations

First, our pilot study works on limited and public datasets available 
at the time of study commencement, which included only 1021 im-
ages. As the dataset size grows larger, the algorithm is likely to return 
more similar images for the query images. The study would be more 
comprehensive with more available newly published datasets like 
HAM10000,36 which includes 10 000 skin lesion images. Size and 
quality of the training data is another important factor for improving 
retrieval accuracy.

This study was only based on images and visual characteristics 
of skin lesions. As such, the study may not truly reflect the real deci-
sion making process, and we need to address complete factors for a 
comprehensive study.

Another major limitation is level of user expertise, and our par-
ticipants were limited to the non-medically trained population. 
Dermatologists and medical professionals are hard to recruit be-
cause of time constraints, so we tested this tool with a participant 
sample from the general population.

While this study presents the findings that apply to the non-med-
ically trained users, future work can address these limitations by ex-
tending the investigations to more expert groups, medical students, 
and patients.

6  | CONCLUSION AND FUTURE WORK

In our user-centered design approach, the problem of skin lesion 
classification is considered, where our experimental results indicate 
that CBIR is indeed effective, showing that the number of correct 
classifications and user confidence level is increased with showing 
pre-diagnosed similar images to the user. CBIR was also perceived 
to be very easy to use, engaging, and useful for learning about skin 
problems.

For a complete evaluation, it is important to explain the technol-
ogy, with its benefits, problems, and limitations to the users so that 
they will have a practical idea of what can be achieved or expected. 
Having a clear proof of retrieval quality based on standardized 
datasets can also be useful for medical professionals to build trust. 

Clinicians need to give their opinion on the usability and usefulness 
of the technology, and trust needs to be gained before CBIR-based 
decision support tools can be used in clinical settings. Such collabo-
ration with expert and non-expert users can also improve the inter-
face significantly, when good feedback and comments are delivered.

In future work, we need to consider whether the results transfer 
to other user groups. Although initial feedback from general physi-
cians shows their knowledge of dermoscopy for skin lesions is almost 
as limited as the users we tested, future studies should perform user 
studies with healthcare professionals to confirm these findings. We 
also need to investigate how they can adopt CBIR in clinical settings 
safely for better patient care outcome and more efficient workflow.
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