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ABSTRACT

In this paper, the authors present the results of a qualitative case-study seeking to characterize data discovery needs and barriers of principal investigators and research support staff in clinical translational science. Several implications for designing and implementing translational research systems have emerged through the authors' analysis. The results also illustrate the benefits of forming early partnerships with scientists to better understand their workflow processes and end-user computing practices in accessing data for research. The authors use a user-centered, iterative development approach to guide the implementation and extension of i2b2, a system they have adapted to support cross-institutional aggregate anonymized clinical data querying. With ongoing evaluation, the goal is to maximize the utility and extension of this system and develop an interface that appropriately fits the swiftly evolving needs of clinical translational scientists.
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INTRODUCTION

Rapid advances in information technology are opening up new avenues for conducting research in biomedicine. The application of new technologies has enabled greater ability to generate, capture and analyze biological data for basic research, but there remain significant challenges in integrating and translating these data with clinical data into forms that can be used to improve clinical outcomes. Clinical translational science is an emerging interdisciplinary field that seeks to facilitate the translation of biomedical research advances from the laboratory to improve clinical and public health outcomes and vice-versa (Zerhouni, 2007).
Institutions that are part of the 46 member Clinical Translational Science Award (CTSA) consortium, sponsored by the National Institutes of Health (NIH) are beginning to develop, implement and support research on improving human health, both in local environments as well as collaboratively across sites. Individual CTSA sites are composed of researchers with expertise across the clinical research workflow, including biostatistics, informatics, bioethics, as well as community outreach and clinical translational research scientists. Within this novel consortia, there are challenges to consider in developing and incorporating information tools and methods that can catalyze and advance research both into as well as across the rapidly evolving and increasingly heterogeneous clinical research environments.

To better characterize the data discovery needs and end-user computing practices of clinical translational scientists and to steer the development of a novel cross-institutional clinical data discovery project, we conducted a pilot study involving semi-structured interviews with twelve principal investigators and research support staff working on a range of clinical research projects within the University of Washington’s Medical Center, and affiliated with the UW CTSA site, the Institute of Translational Health Sciences (ITHS). We adopted the widely-used techniques of user and task analysis (Hackos & Redish, 1999) and focused on understanding workflows in translational research, data gathering methods, and previous experience in developing or customizing data discovery tools.

Our findings shed light on the diversity of user needs and expertise within clinical translational science and the potential barriers scientists face in accessing clinical data and using existing querying systems. The diversity exists not only in terms of the technical prowess of the scientists, but also in the range of their research questions, which still typically rely on and require customized data discovery and analysis features for domain specific work. The implications of these results are useful for supporting and enhancing our on-going project implementation as well as to other clinical data-discovery systems that seek to integrate and catalyze collaboration across complex and heterogeneous data domains.

At a higher level, we have found it critical to understand the context of use and the querying practices of clinical translational scientists early in the development process of our system, as the resulting computational tools become necessarily integrated components of the research enterprise, though in novel ways that test existing expectations of the end-user researchers. Developing query access to clinical data systems for research is particularly unique and challenging, as in addition to managing patient data privacy and data security, establishing methods to extract, analyze and compare highly heterogeneous clinical data challenges normative assumptions of how researchers understand and interact with operational clinical health environments. This challenge is enhanced when multiple institutions seek to build collaborative services of this form, and is demanding new roles and expertise to support characterization, deployment and support of these new systems. We plan to continue our partnership with end-user translational scientists by employing an iterative development process to refine use-cases and to better understand user perceptions, end-user computing needs and usability issues to maximize the overall utility of clinical research systems.

BACKGROUND AND MOTIVATION

We have implemented and are extending Informatics for Integrating Biology and the Bedside (i2b2), an interoperable open source software architecture that for our project facilitates the discovery of anonymized aggregate clinical data of patients who may meet eligibility criteria for clinical trial recruitment (e.g., counts). This Cross-Institutional Clinical Research Project (CICTR) effort is a generalization of the Harvard implementation of i2b2 and when fully deployed will provide query-level access to de-identified
clinical data through a web interface across three different institutions: University of Washington (UW), University of California, Davis (UC Davis) and University of California, San Francisco (UCSF), with an estimated patient population in excess of 4 million individuals. By constructing a common technical interface and knowledge representation across these three sites, researchers will have the ability to create simultaneous federated queries to discover if sufficient study subjects for clinical trials are available either locally or more broadly within the consortium. The tool will further allow translational scientists to create queries to explore retrospective clinical data characteristics and modify and reuse query criteria to reflect ongoing research questions.

Although technical, semantic and governance issues are major challenges in building this collaborative information exchange environment, ensuring the overall usability and utility of the system to end-user researchers is crucial. Since clinical translational science is a newly emerging field, little prior work has specifically focused on the needs of scientists or software development within this domain.

Informatics and human-computer interaction (HCI) studies related to biomedical research have largely focused on biologists in lab settings. Some have focused on understanding information tasks and workflows (MacMullen & Denn, 2005; Tran et al., 2004; Bartlett & Toms, 2005), while others have investigated larger socio-technical issues of biomedical research environments (Anderson et al., 2007; Ash et al., 2008). Other works have focused on facilitating end-user programming needs in bioinformatics (Massar et al., 2005; Letondal, 2005) and understanding software development practices (Umarji & Seaman, 2008; Chilana et al., 2009). Such studies have not considered the issues that scientists face in clinical translational science where the focus is on patient data rather than molecular data.

On the other hand, studies related to patient data have largely revolved around clinicians and use of patient information systems. For example, some studies have outlined barriers and solutions in the use of electronic medical records (EMRs) (Miller & Sim, 2004), while others have focused specifically on usability issues (Rose et al., 2005). Others have focused on understanding errors in patient information systems (Ash et al., 2004). Research on doing formal design, verification and prototyping of patient information systems has also been explored (Mathe et al., 2007). Although these works are clearly important for clinical practice, they have not looked at how scientists query and interpret patient data for secondary research purposes, which has been the primary goal of our study.

The insights gained from our study are useful not only for developing and extending i2b2, but also serve as a case study of data discovery and end-user computing needs in clinical translational science. In this regard, this paper also complements other case studies of scientific software development (Carver et al., 2007; Segal, 2005, 2009) but sheds new light on needs and barriers that are unique to clinical translational science.

STUDY DESIGN

We used a semi-structured interview technique for informant data collection, since it allowed for an open-ended discussion that could capture the situational aspects of data use and provide us an approach to finding consistencies among responses (Strauss & Corbin, 1998). We developed a list of structured interview questions, focusing on user and task analysis techniques (Hackos & Redish, 1999) to understand the work environments and tasks of participants. We used this instrument to initiate the interview and probed into interesting responses by asking unstructured follow-up questions. Each interview lasted approximately one hour. Where possible we interviewed participants in their work settings to establish context and facilitate recall.

Our participants were identified through word-of-mouth, email and snowball sampling (where our current participants helped identify
Table 1. Profile of interview participants

<table>
<thead>
<tr>
<th>Role</th>
<th>Research Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01 Clinical Data Support</td>
<td>Basic/bench science &amp; retrospective clinical</td>
</tr>
<tr>
<td>P02 Research Scientist</td>
<td>Clinical trials, health quality</td>
</tr>
<tr>
<td>P03 Clinical Data Support</td>
<td>Various</td>
</tr>
<tr>
<td>P04 Clinical Data Support</td>
<td>Various</td>
</tr>
<tr>
<td>P05 Principal Investigator</td>
<td>Pre- and Post-tests, drug effects, healthcare guidelines</td>
</tr>
<tr>
<td>P06 Research Scientist/ Clinical Data Support</td>
<td>Health services, quality metrics</td>
</tr>
<tr>
<td>P07 Principal Investigator</td>
<td>Health services, clinical trials</td>
</tr>
<tr>
<td>P08 Principal Investigator</td>
<td>Clinical trials, cardiovascular health</td>
</tr>
<tr>
<td>P09 Principal Investigator</td>
<td>Epidemiology, observational studies</td>
</tr>
<tr>
<td>P10 Principal Investigator</td>
<td>Clinical Trials</td>
</tr>
<tr>
<td>P11 Clinical Data Support</td>
<td>Various</td>
</tr>
<tr>
<td>P12 Clinical Data Support</td>
<td>Various</td>
</tr>
</tbody>
</table>

other participants. There were 12 participants in total (see summary in Table 1).

The interviews began with a focus on understanding how scientists used clinical and EMR data for research purposes. Based on the critical incident technique, we asked participants to show us the steps they recently carried out in exploring or analyzing such data. Responses included explanations of the tools they used, the types of queries they formulated and descriptions of how they formatted and visualized the output, where applicable. In particular, we were interested in learning about the types of technical and/or non-technical challenges or barriers they faced in using clinical data for secondary research purposes. Lastly, we sought to understand what scientists expected or wished they could do with a federated clinical data querying system that would provide access to anonymized EMR data across a larger pool of institutions.

Two of the authors transcribed the interviews independently. We analyzed the transcripts inductively, by following an iterative process of open coding and axial coding to discover relationships among emerging concepts in our data (Strauss & Corbin, 1998). This was followed by selective coding where all the results of axial coding were integrated. We identified recurring themes in the interviews by following this inductive analysis approach.

RESULTS

Our key findings confirm the existence of different types of users of clinical systems, the varying range in their clinical data discovery and analysis needs, and the barriers scientists face in accessing clinical data for translational research purposes.

Different Needs for Different Users

Our interviewees represented two different user groups based on the tasks they described: (1) researchers who collected and analyzed clinical data on their own and (2) intermediaries or “research IT” (coined by Bernstam et al., 2009) staff members who worked closely with investigators to access and distill complex data requests.

Within the group of researchers, participants had a wide range of technical skills. For example, half of our researcher participants were accustomed to extracting and manipul-
ing clinical data on their own and could write sophisticated SQL queries. One researcher explained that technical skills were necessary to have control over the data:

*I would want to do my own analysis – totally depends on what the question is... I want more control over the data, I would want to do subsets... my experience with other reporting software is that they are very limited... it's just a simple report, you can't do back-end processing...*

In contrast, one researcher confessed to having very limited experience using any kind of EMR system or other tools. Most other researchers fell somewhere in-between—they had basic knowledge about database design and how EMR systems function in general but could not extract or manipulate data on their own. They consulted with research IT personnel as needed.

Researchers also pointed out that sometimes they had no choice but to go through specialized research IT staff because they did not have permission to access certain patient databases. For example, one researcher described a situation where she needed patient data housed in the hospital billing database:

*...they [billing dept] don't have people sitting around willing to help us... there [are] long delays to when we make a take request to when we actually get data back... have to be considerate of their work load... it would be good to get things that may be harder for them but valuable for us...*

Research IT participants typically had expertise in database design and programming, but little or no formal training in biomedicine. They acquired the relevant domain knowledge through on the job experience. The type of help they provided to researchers ranged from basic data transformations to complex queries involving multiple tables and joins from disparate data sources that could sometimes take days to run. For instance, one research IT participant described the intricacies of providing the requested data to a group of clinical researchers as follows:

*A lot of what I do is pulling raw data and then putting it into tables and then handing off tables to researchers. I don't have statistical background. For some researchers, sometimes they want us to do basic analytics (like counts) — but a lot of the researchers want raw data so they can do high-level analysis.*

He further explained that researchers were sometimes not aware of the level of detail required in formulating queries and data transformations to seemingly “simple” research questions. As a result, often there were unrealistic expectations about timelines.

Another research IT participant pointed out that working with researchers required an ongoing partnership approach as the researchers did not always know what to do with raw data:

*...they [researchers] had the notion of pulling the data in batch, but once they see the data in tabular form, they have no idea what to do with it... they don't want data, they want the question answered... it's an iterative process... the data has to be cleaned or managed.*

Thus, we saw that not only researchers and research IT had different needs and experiences in accessing and making use of clinical data repositories, but that there existed individual differences even within these subgroups. As an example, principal investigators often possessed domain-specific statistical and study design skills—or could gain assistance with this—but were not necessarily those who were directly involved in resolving this experience with the practice of directly accessing the patient data. It is clear that developing high-utility access to clinical data for research purposes will require tools and expertise that cover both the technical skills as well as the ability to transform formal research questions into structured queries that meet necessary study design criteria.
Table 2. Examples of secondary use of patient data

- identifying target patient cohort(s) for clinical trials
- observational studies of drug benefits and adverse effects
- clinical quality improvement for patients (e.g., for diabetes)
- monitoring errors (e.g., in the emergency room)
- analyzing rates of use of medication to prevent certain conditions (e.g., blood clots)
- monitoring the type of lab test requests

Range of Clinical Data Discovery and Analysis Needs

Another theme that emerged was the variability and range in participants’ responses on the use of clinical data for secondary research purposes.

There was general agreement among our participants about the utility of certain types of clinical data for pursuing translational research questions: patient demographics, laboratory values, diagnosis data and medication data. However, participants also described instances where they had more specific data needs for answering larger or more complex questions and there was wide variability within each research domain (i.e., clinical science, epidemiology, quality of care). For example, participants listed sources such as:

- Problem lists
- Nursing notes
- Therapeutic data
- More detailed orders
- Diagnostic test data
- Socio-economic data
- Procedure data (i.e., surgical procedures)

For some researchers, the use of data was more exploratory in that they wanted to find interesting patterns in the data to formulate relevant research questions. For other researchers, it was more important to have access to defined data points to answer various domain-specific research questions.

For instance, a common use of clinical data was for pre- and post-analysis of various groups of patients with a specific condition, such as blood clots. Another use was to determine if an intervention had the expected outcome for which it was designed. Some participants were also engaged in research involving quality of care and were interested in data, such as patient admission and re-admission rates, in a given timeframe. Table 2 summarizes the types of translational research questions researchers were pursuing by making secondary use of patient data.

Barriers to Accessing Clinical Data

Our findings also revealed a number of common barriers to accessing and using clinical data for translational research. These were from the perspective of both researchers and research IT staff. Some of the barriers were related to general medical practices and conventions, while others were more specific to experiences using commercial, open-source and/or locally developed software tools housing clinical data.

Accessing data in disparate sources: Participants agreed that one of the biggest challenges in doing translational research was obtaining access to patient data housed in different systems and formats suitable for secondary research.

For example, one researcher described that the challenge was in dealing with additional cost and time overhead for gathering clinical data from disconnected sources:

We mostly [had] registries of patients – type in their number and go look at their record... nursing notes were more detailed on what actually happened, but that’s a separate database and had to be integrated - very costly and time consuming...about an hour per patient and we had a couple of thousand patients...
Another researcher explained that gathering data for certain retrospective studies could be challenging—sometimes requiring 10-year-old records that were available only through paper-based records or microfilms. Having access to recent EMR data was crucial, but not always sufficient:

You may have 10 variables you want to satisfy [that] you don’t have for whatever reason... you may not have all 10 variables in a database, but you may have in your chart... need photocopy of the medical record,... [through the] hardcopy, you may have [access to] some things you may not know about [in the EMR]...

Thus, the lack of data integration, different formats, and inefficiency in accessing non-EMR data was a major barrier in pursuing many types of translational research questions in a timely manner.

Naming and classification conventions: Participants also discussed the difficulties of working with EMR data because of inconsistent naming conventions and non-intuitive classification schemes.

For example, one research IT participant described problems he faced when merging data based on attributes that were defined inconsistently between systems:

A data dictionary is very important/necessary with this system, but also there’s a need for deep semantics of the data itself. For instance, deceased is a data attribute in this system, but it only applies if the patient dies at [this hospital], and if the patient dies somewhere else it’s not marked/included in the software accurately... also not easy to interpret.

Although proper supporting documentation could be used to prevent such misinterpretations, this documentation was often incomplete or unavailable:

...not enough documentation of the data... it’s hard to find the person who knows what a particular data field is there or why it’s used... list of codes don’t mean anything... not an easy way to just look it up... not enough consistent documentation or availability of expertise.

Ongoing work in biomedical ontologies and terminologies will resolve some of these issues with naming conventions in the near future, but our data suggests that these ontologies should be developed with a user-centered approach to minimize misinterpretations by researchers in the long run.

Inaccurate or missing information: All participants also cited examples of difficulty they faced in working with incomplete and inaccurate data in the clinical repositories they queried.

This problem often appeared, due to data entry errors influencing quality and requiring additional work:

There’s always missing data, some of the data is wrong... [we know] after checking multiple sources – in one area it’s different than another area... it’s hard to determine..

The other problem was that due to the exploratory nature of research, scientists could not predict ahead of time or enforce what patient data should be collected or protected over time:

One of the issues with our data systems is that certain tables are at the patient level and certain ones are the visit level— if someone changes their address... then I don’t get to see it changed... like was the patient homeless 3 years ago? As the data goes in, it would be helpful [to know]... how [data] looked on a particular day... what did it look like at that time, instead of keeping messy audit trails...
The researcher participants agreed that an improvement in the design and use of EMRs in clinical settings would be helpful to prevent errors during translational research, but such a change would require long-term institutional changes and could be difficult in practice.

Limitation of systems interfaces: When asked to show example queries in existing systems, many of our participants pointed out the other barriers they faced.

For example, one research IT participant explained that although he could create complex queries with the current system he was using, he could not handoff the system to researchers if they wanted more control over their data and analysis:

...functionally [the system] does pretty much what I ever wanted it to...users are limited...can't customize query [as] they need to know how backend of a database works...I don't know anyone [researcher] who would use it...a lot of things are hard-coded in, have to change all the way back to the underlying C++ code to create custom queries.

In addition to lacking intuitive querying and end-user programming facilities that are usually required to create customized queries, current systems altogether lacked the facility for answering certain research questions, as explained by one researcher:

A lot of the data would get better info if we were able to have natural language processing to extract some free text...some of the coded data in EMR is easier to work with and there are also algorithms that can only access coded data. However, for some of the diagnoses, important data resides as free text...our analytic algorithms can't look at it because we don't have any automatic way of looking at it...

In summary, the barriers discussed above show how researchers were sometimes forced to extend timelines or invest additional resources to obtain and transform the appropriate data. These results further stimulate enthusiasm for tools that would allow and simplify the process of using clinical data for secondary research and better streamline clinical research workflows.

DISCUSSION

As CTSAs and other research organizations seek to develop and deploy tools and processes to meet the needs of the clinical translation research environment, access to high quality clinical data remains a key issue. Although there are significant technical, semantic and policy-level issues underlying the development and implementation of clinical research systems, our study shows that for improving the long-term adoption and success of these emerging systems, there is much value to be gained by understanding the variation in needs of end-user scientists in the context of their translational research workflows.

A number of the themes that have emerged in our data have direct implications for supporting clinical data discovery and designing systems and processes that accommodate the varied needs of different users (i.e., researchers versus research IT staff). As suggested by our results, for some researchers who possess aptitude for development-stage end-user computing, completeness of interfaces is less of a barrier and they may be willing to experiment with tools and formulate complex queries on their own. But, for others, the role of the research IT and collaborative research design and data extraction is critical in getting assistance in effectively exploring data. Although our current focus has been on the i2b2 system within the CICTR project, we believe the emergent themes apply to other similar clinical data querying tools.

Providing Control Over the Expressiveness of Data Queries

In our results we found the existence of two end-user groups (researchers and research IT)
and varying levels of technical expertise and clinical domain knowledge. This finding suggests that different levels of control are needed to tailor queries to research questions. Thus, systems should (1) offer a facility to create custom queries and in this, (2) address the balance between providing simple query interfaces for data characterization (e.g., counts and summary data) and advanced interfaces for formulating complex questions (e.g., trends, limited data sets, visualizations). This is consistent with other findings on EMR-based query construction (Murphy et al., 2003).

### Making Sense of Query Results

Our results showed that clinical scientists had different preferences and expectations for processing the results of the data access queries that they carried out themselves or through research IT. Thus, a data discovery system should provide multiple options for export and data delivery (e.g., raw tabular view and visual overview), and support evolving national data representation standards. There may be value in further exploring options for integrating statistical tools and sophisticated visualizations, such as recent work on temporal patterns in numerical and categorical EMR data (Plaisant et al., 2008; Wang et al., 2008).

### Improving Usability of Interfaces

A consistent theme in our results was the need to make input and output behavior consistent to encourage reuse and customization, both in view of the researchers and the research IT participants who used different clinical data querying tools. Thus, users should be able to leverage experience from using other data discovery systems where appropriate and not face an arduous learning curve in customizing new interfaces since that takes away time and resources from the main goal of scientific data discovery. Ongoing usability testing and iterative design (Hackos & Redish, 1999) and training approaches could be valuable for creating user-centered clinical data querying systems.

### Data Transformation in i2b2

To better support end-user needs, the CICTR project has been building rapid iteration data transformation workflows to allow for each of the three university-based i2b2 nodes to develop common end-user data environments. At the heart of these are tools which allow for raw data to be imported easily into i2b2, including a “Universal” Extraction, Transformation and Load (UETL) tool and ontology tool that allows for customizable “mapping” scripts to leverage web-based terminology servers to generate rich end-user query taxonomies in the existing i2b2 interface. These tools have allowed the researchers and evaluators to separate the mechanics of Extraction, Transformation and Load (ETL) and terminology alignment from the end-user domain-focused experience. As a result, the current i2b2 workbench (Figure 1) remains identical for all end-users within CICTR, though the abilities and data representations contained within the interface are becoming more flexible as the project engages with different domain experts.

### Managing Cultural and Social-Technical Issues

Apart from the implications for design, our interviews shed new light on the diversity of data discovery needs affecting translational research and the barriers that still need to be resolved beyond the system level. We believe the key to successful development and integration of translational research systems rests on how well we address the higher level barriers. Our results show that cultural and social-technical issues pose major challenges to clinical translational scientists in obtaining the appropriate data. For example, the barrier of accessing data in disparate sources involves knowledge of who has control and who can grant access or securely “hand off” data between clinical and research environments. Provenance issues, due to data-entry mistakes or data corruption errors, can limit the types of research questions that can be credibly pursued as well as the utility.
of the data. There are clear comparable risks in translational research to clinical practice – particularly when the potential impact of translational research can be on entire populations, but the present emphasis of this research is on the secondary use of clinical data, in forms that are highly regulated and de-identified as to mediate risk to individual patient groups, researchers or institutions. Based in part on this project, though also in the context of the larger CTSA informatics community, researchers are increasingly interested in applying their unique domain-focused requirements to informing how upstream clinical source systems capture and semantically store data, which shifts the expected role of a researcher from an end-user to one of a collaborator or participant in the development process.

Ongoing Evaluation

We see the need for evaluation of the utility of this end-user clinical-translational query interface to be on-going. Given the diversity of research needs and the rapid advancement in the quantity of electronic clinical and biological data available, the ability to measure the relative utility of this form of service interface within the context of researchers design and implementation workflows will provide valuable requirements and insights to advancing data-driven collaborations.

While our current study focused on discovery of generalized end-user computing needs for clinical translational scientists, our future evaluation plans are more specific to the i2b2 workbench environment as a method to address our users’ needs. Multi-institutional survey tools will be used to determine user response to either a video demonstration of the tool or after a ‘hands-on’ training session to see how the reality of the i2b2 workbench meshes with their anticipated needs. Next, in depth usability testing, via think aloud sessions with pre-defined use cases, will be done to examine how researchers build queries and interact with the tool. In each phase of the evaluation, a report will be returned to the development team highlighting findings with recommendations for improvement.
Finally, although this study is limited by using data from interviews at a single academic site, it is unique because it establishes an understanding of the needs of scientists in data-rich translational research workflow environments. In-depth studies illuminating other aspects of collaboration, impact, and work practices in translational research will serve as a useful supplement to statistical accounts of user needs and system use.

CONCLUSION

Our study is one of the first of its kind to characterize the data discovery and end-user computing needs of clinical translational scientists. As suggested by our results, there remain major challenges for clinical translational scientists to gain access to and subsequently integrate clinical and laboratory data that is located within and across multiple institutions. Some of these challenges can be met with sustaining and information-needs focused partnerships with end-user scientists and their research IT staff throughout the development and deployment process of clinical translational data discovery tools.

The CICTR project has used the themes of this study to inform the refinement of the data discovery environment as to begin to meet the different end user needs. With the increase in data available in the network (in excess of 4 million patients as of early 2010), and richness of data sources (now including data on medications and laboratory tests) there have been corresponding on-going challenges to introduce these capabilities and limitations of such an interventional architecture. We are now focusing on establishing knowledge development workflows that allow us to capture and then map the different data sources such that we can leverage the input of end-user scientists’ perspectives on utility, richness and quality against the data-level transformation requirements that is necessary for our clinical terminologists and software developers to implement. These complementary and overlapping workflows are allowing us to capture and operationalize information representation needs more efficiently, and are in turn enhancing scientists’ ability to ask challenging research questions.

Our next steps are to iteratively address further issues raised by users in the current prototype and expand to a multi-site evaluation method that employs other forms of summative and formative evaluation as described above. We hope that this user-centered approach to designing our collaborative information environment will help us better understand and serve the needs of scientists as they address novel clinical translational research challenges.
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